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Abstract: Advancements in artificial intelligence and Big Data allow for a range of goods and services
to determine and respond to a consumer’s emotional state of mind. Considerable potential surrounds
the technological ability to detect and respond to an individual’s emotions, yet such technology is
also controversial and raises questions surrounding the legal protection of emotions. Despite their
highly sensitive and private nature, this article highlights the inadequate protection of emotions
in aspects of data protection and consumer protection law, arguing that the contribution by recent
proposal for an Artificial Intelligence Act is not only unsuitable to overcome such deficits but does
little to support the assertion that emotions are highly sensitive.
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1. Introduction

The advancements in artificial intelligence (AI) technologies together with the diverse
amounts of insights that can be derived from the immense volume of (consumer) data
has allowed for the development of a range of new and innovative consumer goods and
services which detect and respond in real time to a consumer’s emotional state. Such ability
to interact with technology on a highly intimate and personal level thereby adds new
dimension to the personalisation of consumer interaction with such products. Whereas
considerable potential surrounds the technological ability to detect and respond to an
individual’s emotions, it is not without controversy due to the highly sensitive and private
nature of emotions.

The capability of AI technologies in relation to emotions has not escaped the attention
of the European Commission. Its recent proposal for an Artificial Intelligence Act (PAIA;
COM (2021) 206 final) makes express reference to Emotion Recognition Systems (ERS) not
only in relation to their use by public authorities but also provides for rules applicable in
the consumer context.

In this paper, we give insights into the PAIA as proposed de lege ferenda and consider
the implications of emotions and ERS in relation to the protection of the consumer. We
begin with an overview of emotions and AI, in which we highlight applications of the
nascent technology and underlying questions about the legal classification of emotions in
data protection law (Section 2). This is followed by an analysis of the inadequate treatment
of emotions in the Commission’s proposal for an Artificial Intelligence Act (Section 3). In
our penultimate section, we look at the role to be played by certain transparency obligations
in consumer law de lege lata (Section 4) before concluding that the potential applications of
AI with relation to emotions require a more robust legal framework (Section 5).

2. Emotions and AI

The potential for computing to relate to, arise from, or influence emotions is not a
new phenomenon. Already in 1995, the term ‘affecting computing’ was coined for such
applications [1] Today, the term ‘Emotion AI’ (or ‘emotional AI’) is used to describe the
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use of affective computing together with AI—via predetermined rules or Big Data analyt-
ics [2]—in order to ‘autonomously sense expressions and behaviour, profile, learn, simulate
understanding and react’ [3]. Such capabilities allow for new levels of personalisation and
understanding of consumer behaviour, impacting on the interaction between humans and
technology as well as interpersonal relationships [3].

2.1. Application

The use of ‘emotion AI’ in such interactions and interpersonal relationships may be in
its infancy, but the technology is nevertheless growing in its application. Although consid-
erable doubt has been cast on the accuracy of such systems, especially facial expression
detection [4,5], dismissing the technology in its current form would not be in line with
a future-proof approach to the legal framework, especially as the advancements in data
capture allow for an individual’s emotions to be identified or inferred from data acquired
from various sources. Whereas facial expressions and voice are the two common forms
of ‘sentic modulation’ [1], the analysis of words and images, gaze and gestures, gait, and
physiological responses (such as heart rate, blood pressure, respiratory patterns, body
temperature, skin conductance, and pupillary dilation), as well as the physical interaction
with the device itself (e.g., through the force exerted), also provide the data from which
inferences about an individual’s emotional state of mind can be drawn [1,6–11].

Using this and other data for context (e.g., location or even weather), the emotion
can be inferred at degrees and speeds exceeding human capabilities to allow for real time
interactions and responses [1,12]. For instance, the data acquired from eye tracking may
reveal not just a particular emotion but also its intensity [8].

Whereas the technology has been highlighted as being especially controversial in
relation to its use by the state for law enforcement and border control purposes [5], emo-
tion AI also features in a range of consumer goods and services. Examples include the
interactions with customers calling service hotlines: voice analysis at the automated stage
of customer service hotlines allows for ‘angry’ consumers to be redirected to a human
operator who, with the support of AI, can receive real-time information on how to manage
the conversation and how to best engage with the caller [2]. Vehicles equipped with a range
of sensors can respond to indicators of driver tiredness or aggression thus contributing to
better road safety (e.g., Hyundai’s ‘Emotion Adaptive Vehicle Control’ (EVAC)). Streaming
services as well as voice assistants can recommend content based on the user’s emotional
state of mind [12]. More novel applications include emotion detection devices to assist
autistic people in their daily lives [13], or ‘BioEssence’, a device that infers the emotional
state based on the user’s heart and respiratory rates and releases a calming or uplifting
scent where appropriate.

Such examples reflect the benevolent use of emotions in technology to advance not
only an individual’s well-being and quality of life but also contribute to the worthwhile
goal of a safer and more efficient society. Nonetheless, all that glitters is not gold. Emotions
are of course ‘potent, pervasive, predictable, sometimes harmful and sometimes beneficial
drivers of decision making’ [14]. In this respect, the reference to ‘the battle to control,
influence or manipulate emotions’ [12] highlights the potential for malevolent use by
exploiting an individual’s emotional state for profit (e.g., through targeted advertising
or prices), but also the short- and long-term effects on psychological and behavioural
development [15].

2.2. Emotions as Data

Data are required for AI to determine a person’s emotional state. As can be seen from
the preceding section, various sensors capture and provide the data necessary for this
purpose. In essence, details about an individual’s emotional state are ultimately automated
inferences drawn from the data provided and the statistical similarities with a particular
quality (‘profiling’) (for details [16]). How such inferences are protected under the EU
General Data Protection Regulation 2016/679 (‘GDPR’) is subject to debate with regard to
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whether inferences are viewed as personal data for the purposes of the GDPR and thus the
extent of the individual’s rights thereunder [17].

In the interests of brevity, the pertinent question here surrounds the legality of the
collection and processing of the data for the purposes of inferring an emotional state of
mind. As the application of the GDPR depends primarily on the processing of ‘personal
data’ (Article 2(1) GDPR), if the data do not relate to an identified or identifiable natural
person (Article 4 No. 1 GDPR), the Regulation will not apply [18].

In principle, personal data will open the material scope of application of the GDPR.
As the degree of protection under the GDPR varies between different personal data and
special categories of personal data, the question arises whether emotions fall into this latter
class. After all, the EU proposal for an ePrivacy Regulation places emotions on par with
medical conditions, sexual preferences, and political views as types of ‘highly sensitive
information’ (Recital 2 COM (2017) 10 final).

Pursuant to Article 9(1) GDPR, it is prohibited to process personal data which reveals
sexual preferences or political views. Such information constitutes ‘special categories of
personal data’ for which particular conditions apply, e.g., express consent (Article 9(2)
GDPR). Such data are, by their nature, ‘particularly sensitive in relation to fundamental
rights and freedoms [and] merit specific protection as the context of their processing could
create significant risks to the fundamental rights and freedoms’ (Recital 51 GDPR). As
noted by Wachter and Mittelstedt, the purpose of protecting against the revelation of one of
the protected attributes means that the provision may cover data that directly or indirectly
reveal such information [17]. Be that as it may, emotions are not listed as a special categories
of personal data under the GDPR. Whether the data are inferred or not is moot, in principle.

From the aforementioned examples, it is clear that determining an individual’s emo-
tions requires data, inter alia, on her physiological responses. Biometric data are a special
category of personal data under Article 9(1) GDPR and defined in Article 14 No. 4 GDPR.
The definition refers to processing relating to the physical, physiological, or behavioural
characteristics of a natural person. This may include facial structure, voice, or retinal
patterns as well as keystrokes or gait [19]. Nonetheless, the scope of this provision only
extends to such data insofar as they are used for the purpose of uniquely identifying a
natural person. The use of biometric data for any other purpose, including inferences about
an individual’s emotional state, would not fall under this exception. There is thus a distinct
irony that data protection serves to protect the individual’s control over her personal data
and thus the ‘selective presentation’ of the different facets of her personality [17,20], yet the
GDPR does not provide additional protections to an aspect of one’s personality that one,
despite best efforts, may not be able to control.

Subsuming emotions under ‘health data’ may provide an escape route. Prior to the
GDPR, the notion of ‘health data’ included ‘emotional capacity’, with the raw sensor
data potentially constituting health data when there is an intention to evaluate them as
such [19]. However, this may stretch the boundaries of health data thus challenging the
extent to which emotions are classified and protected under data protection law [21]. Legal
certainty about the status of emotions would best be achieved by amending the list of
special category personal data under Article 9(1) GDPR.

In short, the protection of emotions under the GDPR contradicts the understanding as
‘highly sensitive information’ as the specific protections for ‘sensitive data’ seemingly do
not apply.

3. Proposal for an Artificial Intelligence Act
3.1. Overview

The succinct insight into emotion AI suffices to express the considerable potential
surrounding such technology but also certain risks. With the recent proposal for ‘Regulation
laying down harmonised rules on Artificial Intelligence (Artificial Intelligence Act)’ the
European Commission seeks to promote the uptake of AI and to address the risks associated
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with certain uses of such AI technology in pursuit of the ultimate aim of ‘increasing human
well-being’ (COM (2021) 206 final, p. 1).

The proposed Regulation aims to provide a comprehensive, future-proof, and har-
monised regulatory framework for AI systems that does not ‘unduly constrain or hinder
technological development’ (COM (2021) 206 final, p. 2). It recognises that AI may have
risks or negative implications for individuals or society in general, with the type of harm
also varying, with its provisions constituting the minimum requirements necessary (COM
(2021) 206 final, p. 2). In principle, the proposed Regulation serves as lex generalis subject
to the lex specialis requirements under other EU secondary legislation and national law
(cf. Recital 41 PAIA, COM (2021) 206 final, p. 12). The proposed Regulation is as such not
directed at a specific sector or class of individual (e.g., a consumer or employee) per se, and
thus to be viewed in conjunction with sectoral legislation.

The proposed approach is risk-based, with ‘unacceptable risks’, ‘high risks’, and ‘low
or minimal risks’ forming the framework (COM (2021) 206 final, p. 12). Determining the
risk category requires a sector-by-sector and case-by-case evaluation in light of the impact
on rights and safety. At its core, the proposed Regulation adopts a cautious approach
vis-à-vis risks. Particular ‘unacceptable risks’ are prohibited outright, whereas mandatory
requirements and systems for placing on the market or putting into service AI systems in
the EU apply in order to mitigate the risks involved (cf., Recital 43 PAIA). Most of the PAIA
provisions concern high-risk AI systems, namely those systems that have ‘a significant
harmful impact on the health, safety and fundamental rights of persons’ (Recital 27 PAIA),
for which the proposal provides criteria (Article 6 PAIA) and a list of high-risk systems
(Annex III). In principle, such high-risk systems must conform to the diverse legislative
requirements (Articles 8 et seq. PAIA) in order for a high-risk system to be lawfully placed
on the market or put into service. The Regulation does not contain a specific sub-category
or rules particular to low-risk AI systems, e.g., AI for predictive text messaging or the AI
used in computer games.

For emotions, the proposal includes ‘emotion recognition systems’ as part of its
risk-based framework. This is an important step as the scope of protection afforded to
emotions within such proposed system offers insights into the degree to which emotions
are considered worthy of protection.

3.2. Emotion Recognition Systems

The Commission’s proposal for an Artificial Intelligence Act adopts a ‘technology
neutral’ approach to an artificial intelligence system (‘AI System’) in order to adapt to
the rapid developments in this field (COM (2021) 206 final, p. 12). Article 3 No. 1 PAIA
defines an AI system as ‘software that is developed with one or more of the techniques
and approaches listed in Annex I and can, for a given set of human-defined objectives,
generate outputs such as content, predictions, recommendations, or decisions influencing
the environments they interact with. Pursuant to Article 3 No. 34 PAIA, however, ‘Emotion
Recognition Systems’ constitute a particular type of AI system.

3.2.1. Definition

Article 3 No. 34 PAIA defines an emotion recognition system as ‘an AI system for
the purpose of identifying or inferring emotions or intentions of natural persons on the
basis of their biometric data’. Emotion recognition systems therefore centre on the use of
biometric data for this purpose. Such focus on biometric data is problematic as there is
not only a lack of reference to other types of data that may be relevant in determining the
emotional state but, moreover, the proposed rules will not apply if data are used which
do not allow a person to be identified [22]. The intended consistency with the GDPR is
therefore maintained (Recital 7 PAIA), as insights into a natural person’s emotional state
are without adequate legal protection where the individual is not identifiable.
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3.2.2. Risk-Based Approach

The risk-based approach adopted by the PAIA centres around the classification of AI
systems as an ‘unacceptable risk’, ‘high risk’, or ‘low or minimal risk’ based in particular
on the extent of the risks to the health and safety or fundamental rights of persons. In the
absence of lex specialis provisions, the lawful use of the AI system pursuant to the PAIA
will therefore depend on the particular category.

Fundamental Rights

For emotions, the fundamental rights to respect for private and family life, and
protection of personal data under Articles 7 and 8 of the EU Charter of Fundamental
Rights are especially at stake in allowing AI systems to use data to draw inferences on
an individual’s state of mind [23]. Whereas privacy centres on upholding the core values
of ‘individuality, autonomy, integrity and dignity’ by protecting the individual against
outside intrusions, data protection protects the individual’s control over her personal data
and thus the ‘selective presentation’ of the different facets of her personality [17,20].

The example applications of AI listed above not only require data in order to function,
but the nature of the function may require a continuous data flow, i.e., constant monitoring
of the emotional state. Increasing the accuracy may also require gathering data from
multiple sources or pressing the user to reveal more data. The AI system in place may
therefore require on further data in order to function effectively. Detecting the emotion will
also depend greatly on the context—after all, a smile does not always signify happiness.
Further information on the individual’s whereabouts and behaviour may therefore be
necessary, perhaps requiring data to be communicated from tracking technologies installed
on smartphones or other wearable devices [3]. In other words, the individual is subject
to varying degrees of surveillance. This may potentially result in the harmful effects of
behavioural changes and self-censorship [24].

Despite the harmful effects of infringements on privacy and data protection, such
rights are not absolute. Moreover, the European Court of Justice has held that an inter-
ference with the right to privacy does not depend on the sensitivity of the information or
the inconvenience caused (Joined Cases C-465/00, C-138/01 and C-139/01 Österreichischer
Rundfunk, para. 75; Joined Cases C-293/12 and C-594/12 Digital Rights Ireland, para. 33).
Permitted incursions require an express legal basis, in particular the consent of the individ-
ual. In this respect, the lack of clarity in relation to the status of emotions under the GDPR
and the application of the measures therein drive concerns about the standing of consent
and transparency in relation to the collection and processing of the data.

Unacceptable Risk

Emotion recognition can be used to respond to the individual’s emotional state of
mind by provoking the technology to take a particular course of action. On the other hand,
the system has the potential to influence decisions made by or concerning the individual.
As mentioned, emotions are a driving force in the decision-making process. As the past
discussions surrounding the role of AI have highlighted, the technology can greatly influ-
ence decisions made not only by an individual herself, but also in relation to an individual
opening the door to discrimination. Such capability is especially concerning whereby the
technology exploits or provokes particular emotions and ‘nudges’ the individual towards
or subjects her to detrimental decisions, for example by encouraging ‘retail therapy’ where
inferences point towards sadness [10,25–27].

The PAIA attempts to heed such concerns insofar as prohibiting AI systems that, for
example, cause or are likely to cause physical or psychological harm through subliminal
techniques beyond a person’s consciousness in order to materially distort her behaviour
or to exploit particular vulnerabilities (Article 5(1)(a), (b) PAIA). Moreover, Article 5(1)(c)
prohibits the evaluation or classification of the trustworthiness of natural persons based,
inter alia, on known or predicted personal of personality characteristics, which leads to
certain types of detrimental or unfavourable treatment. The prohibitions thus acknowledge
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the potential to use AI to achieve a power asymmetry in relation to an individual with the
effect of manipulating their autonomy, thereby impacting on core values such as human
dignity as well as the right to privacy and data protection (cf. Recital 15 PAIA).

However, the proposed provisions have received sharp criticism, with consumer
organisations arguing that the protection is limited or even non-existent when applied
in practice [22]. In particular, the prohibition under Article 5(1)(c) only applies to public
authorities and thus does not protect consumers from the evaluation or classification of
trustworthiness by a private enterprise, in particular through the use of emotion recognition
systems [22].

From the perspective of emotions, the Article 5(1)(a) and (b) PAIA is to be especially
criticised as the wording ‘in order to’ presupposes an intention to materially distort and
does not take into account the potential effect [22]. As McStay notes, the use of emotion AI
in children’s toys may inadvertently impact on the child’s emotional development [10].

Moreover, such prohibitions thus only apply where harm may or does result. Ac-
cordingly, the prohibition does not apply if an AI system uses subliminal techniques to
materially distort behaviour in order to avert the risk of harm, thereby raising questions
around the degree to which it is acceptable to manipulate of an individual’s emotional
state for such purpose.

Closer reading of the provision also reveals an apparent gap in its scope of protection:
economic harm is not covered. For the consumer at least, the EU Unfair Commercial
Practices Directive 2005/29/EC (‘UCPD’) plugs the gap insofar as prohibiting a range of
commercial practices which are contrary to the requirements of professional diligence and
materially distort or are likely to distort the consumer’s economic behaviour (Article 5(2)
UCPD). Although ‘any algorithmic exploitation of consumer behaviour in violation of
existing rules shall be not permitted and violations shall be accordingly punished’ (COM
(2020) 65 final, p. 14), Article 5 PAIA nonetheless ought to make express reference to
economic harm to better complement the UCPD [22,27].

From the perspective of emotions, criticism is due with regard to vulnerability. Article
5(1)(b) makes express reference to age and physical or mental disability as categories
implying vulnerability. This list is not only exhaustive but also narrower than the UCPD
which includes credulity alongside mental or physical infirmity and age as vulnerabilities
(Article 5(3) UCPD). In contrast to the PAIA, Recital 19 UCPD clarifies that the list is not ex-
haustive. Moreover, a 2016 study by the European Commission adopts a more personalised
definition of vulnerability, referring to the individual’s ‘socio-demographic characteristics,
behavioural characteristics, personal situation, or market environment’ [28]. In light of the
advent of such high degrees of personalisation and the technological capabilities to ascer-
tain and respond to real time, the potential exists to exploit transient vulnerabilities such
as the emotional state of mind and therefore it is astonishing that a more individualised
understanding of vulnerability is lacking for prohibiting certain practices in general.

High Risk

The majority of the provisions in the PAIA concern the compliance requirements for
‘high risk systems’ (Articles 6–51 PAIA). In essence, the classification as high risk centres
around the intended purpose of the AI system, in line with product safety legislation: high
risk depends on the function performed as well as the system’s purpose and modes of use
(COM (2021) 206 final, p. 13).

High-risk AI systems are divided into two main categories: ‘systems that are intended
to be used as a safety component that are subject to third party ex ante conformity assess-
ment’ and ‘other stand-alone AI systems with mainly fundamental rights implications’
(COM (2021) 206 final, p. 13). For the former, ERS could be considered high risk if used
as a safety component of a product or is itself a product (Article 6(1)(a) PAIA). However,
this aspect is not applicable to all products, but only to those listed in Annex II (e.g., toys),
and for which a third-party conformity assessment is required. For the latter category,
Annex III to the PAIA provides an explicit list of high-risk AI systems with fundamental
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rights implications. According to this list, an AI system that is used by law enforcement
(Annex III 6(b)) or by public authorities in relation to migration, asylum, and border control
management (Annex III 7(a)) to detect the emotional state of a person is a high risk AI
system. The use is not prohibited in such contexts, but subject to the strict requirements set
out in the PAIA.

The list of high-risk AI systems in Annex III therefore makes little express reference
to scenarios in which the use of an AI system will be considered high risk where the
natural person is a consumer. Annex III 5(b) merely only refers to the use of AI systems
for the purposes of evaluating the credit worthiness of natural persons and does not make
express reference to emotions. Here, the lack of a reference to insurance—especially where
AI systems are used as polygraphs—may astonish, however the use in such scenarios
may require sector specific legislation regarding the application. (For example, the use of
emotion recognition in the insurance sector to determine whether an individual is lying
when making a claim or to calculate premiums is contentious, with calls to ban the use of
emotion AI for such purposes, at least insofar as facial detection is used [29]. Moreover,
connected devices with AI embedded (e.g., virtual assistants) are not considered high-risk
systems under the PAIA [22].

‘Limited’ Risk

Article 52 PAIA provides for certain transparency obligations for certain AI systems,
irrespective of their status as high risk or otherwise. The designation ‘transparency’ is an
exaggeration as ultimately, the obligations merely require the provision of information to a
natural person that she is interacting with an AI system. Under Article 51(1), this disclosure
obligation does not apply where it is obvious from the circumstances and the context.

For emotion recognition systems, Article 52(2) provides that natural persons exposed
to an emotion recognition system are informed of the operation of the system. How
the natural persons are to be informed will depend on the circumstances and context,
but disclosure is mandatory. Despite the elevation to mandatory status, the disclosure
obligation seemingly only applies where the emotion recognition system satisfies the
definition in Article 3 No. 34 PAIA. In other words, the disclosure is only mandatory if
the system utilises biometric data. As has been stated above, this excludes the application
of other types of data that could be used to detect emotions and thereby circumvent the
disclosure obligation [22].

In addition, the provision lacks details as to the scope or the type of biometric data
that is collected. The individual may be aware that emotion recognition software is in
operation, but not of its functionality, e.g., whether gait analysis or gaze detection is in
operation. When read in conjunction with the grey areas in the GDPR, the provision casts
doubt on whether such obligation is proportionate to the understanding of emotions as
‘highly sensitive information’.

4. Transparency via Consumer Law

The above description of the approach proposed for an Artificial Intelligence Act
shows that there are fundamental flaws that are to be addressed over the legislative process.
It is clear from the outset that the proposed general approach needs to become more general
in scope, but equally needs to be supplemented by sector-specific changes. This will take
time and in the meantime, the technology will continue to develop and be applied subject
to the law as it stands as well as non-binding codes of conduct, etc.

Moreover, the development is taking place at an age in which concerns for data
protection and privacy are no longer an afterthought for consumers, but are a contributing
factor in contracting, reflected also in recent industry efforts to provide technical and
self-regulatory approaches to tackle dubious practices, especially tracking [30]. The role to
be played by consumer law in this context is especially critical not only due to the potential
to manipulate consumer behaviour on a new level but to allow consumers to assess and
keep abreast of the capabilities and implications of new technologies. Emotions are not
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merely a factor driving decisions by and concerning consumers, but as emotion recognition
becomes a feature of consumer goods, increased transparency at the pre-contractual stage
is also necessary. Pre-contractual information plays a central role within EU consumer law
acquis, with diverse areas of consumer law relying on the pre-contractual disclosure of
information as an instrument to counter the information asymmetry existing between the
consumer and trader.

As the above examples of applications show, the technology may form part of a range
of consumer goods either as the primary or secondary feature. Here, the Commission
has already emphasised that the requirement of transparency requires consumers to ‘re-
ceive clear information on the use, features, and properties of AI-enabled products’ [16],
highlighting the importance to ‘adequately communicate the AI system’s capabilities and
limitations to the different stakeholders involved in a manner appropriate to the use case at
hand’ [16]. However, according to Art. 13(3)(b) PAIA, such information on the capabilities
and limitations, as well as the characteristics and performance, only apply in the context of
high-risk AI systems. More fundamentally, this only applies to ‘users’ as defined in Article
3 No. 4 PAIA, which does not include the consumer [22].

At first glance, the dearth of particular AI information duties vis-á-vis consumers
is concerning, not least in light of the emphasis on transparency. However, here the
UCPD and the Consumer Rights Directive 2011/83/EU provide a potential framework for
addressing general transparency aspects surrounding emotion recognition in consumer
goods, irrespective of the level of risk associated with the AI system.

Under the Consumer Rights Directive, the trader is to inform the consumer in a clear
and comprehensible manner of the main characteristics of the goods, digital content, and
digital service. Understanding the scope of main characteristics requires recourse to Art.
6(1)(b) and Art. 7(4) UCPD, which contain non-exhaustive lists of material information
that the average consumer needs to take an informed transactional decision. In light of
the information requirements under the PAIA, it is worthwhile considering whether the
function and scope of material information under the UCPD—not least the invasive nature
of emotion recognition—will require the disclosure of certain information, such as on the
accuracy of the system or its limitations.

A further notable information obligation under the Consumer Rights Directive con-
cerns the ‘functionality’ of the consumer product. According to the Guidance document
accompanying the Directive, recital 43 Digital Content Directive 2019/770, and recital
27 Sale of Goods Directive 2019/771, the notion of functionality refers to the ways in
which the product can perform their functions having regard to their purpose. This may
include information on the conditions for using the product, such as tracking of consumer
behaviour and/or personalisation [28]. As a fluid concept, it may also comprise the disclo-
sure of information on the application of emotion recognition, including whether emotion
detection is essential for the functionality of the product.

Whereas the collection of the data ultimately depends on the necessary hardware,
emotion detection through analysis of the data can be achieved through software develop-
ment. Per the definition, AI is software (Article 3 No. PAIA). In the digital age, therefore,
modifications to the software can improve or enhance the digital element of goods, extend
the functionalities, and adapt them to technical developments after purchase (Recital 28
Sale of Goods Directive). Should emotion detection become a new feature (e.g., voice
assistants), Art. 19(1)(c) Digital Content Directive provides that the consumer is to receive
clear and comprehensible information about the modification.

For goods utilising emotion recognition, ‘on the box notification’ has been highlighted
as an important means to communicate information on the types and methods of data
collection, allowing for decisions to be made about the privacy and data protection impli-
cations before purchasing the device and either reinforcing the consent to the collection
of the necessary data or the awareness that the data are necessary for the performance of
the contract [10]. Viewed more generally, the performance of the obligations to provide
information on the main characteristics and functionality could nonetheless be sufficiently
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flexible to cover functions and the methods of data collection needed in relation to emo-
tions, irrespective of the type of data collected. To some degree, this may contribute to
offsetting some of the transparency deficits in the PAIA, but it involves the application of
an approach that is already flawed. As has been noted, the pre-contractual information
duties on ‘main characteristics’ and ‘functionality’ are in essence tucked away amongst the
vast catalogue of information duties, creating the paradox that efforts towards enhancing
transparency ultimately result in opacity [31]. It therefore raises the question whether the
nature of emotions as ‘highly sensitive information’ warrants a ‘highly sensitive approach’
in ensuring transparency beyond mere general information obligations.

5. Conclusions

This paper illustrated that although existing approaches in consumer law may make a
limited contribution, ultimately greater clarity and certainty about the status of emotions in
the legal framework are needed to provide a robust system of protection to the consumer
where her emotions are at stake. This is because the assessment of the current and proposed
legal framework highlights several fundamental inadequacies concerning the appropriate
protection and safeguards for emotions, justifying the sharp criticisms drawn by consumer
organisations in relation to the proposed Artificial Intelligence Act. At their core, the current
and proposed frameworks are not proportionate to the perception that emotions are highly
sensitive. Such deficiencies, especially in the PAIA, may stem from the understanding
of and focus on biometric data and the relationship to inferring emotions. The need to
create a robust legal framework to protect consumers from possible exploitation is clear,
yet consumers must have the choice whether they wish to interact ‘emotionally’ with
technology. This requires not only improvements to the proposal itself but clarification in
other areas of law as to the scope of pre-existing systems and protections.
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