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Abstract: Water in the supercritical region of the phase diagram exhibits a markedly different
structure and properties from that at ambient conditions, which is useful in controlling chemical
reactions. Nonetheless, the experimental, as well as theoretical, characterization of the substance is
not easy because the region is next to the critical point. This article reviews the experimental as well
as theoretical studies on water in the supercritical region and its properties as a solvent for chemical
reactions, as carried out by the authors and based on small-angle X-ray scattering and the statistical
mechanics theory of molecular liquids, also known as reference interaction-site model (RISM) theory.

Keywords: supercritical water; RISM theory; SAXS; density fluctuation; autoionization; Diels–
Alder reaction

1. Introduction

One of the reasons that supercritical water (SCW) has attracted so much attention
lies in its potential as a solvent in green chemistry [1]. Compared to ambient water (AW),
the outstanding property of SCW is the high solubility of organic molecules, thus allowing
the latter to be used as an alternative to organic solvents. Most solvents used in the
chemical industry for material conversion in the past have been almost exclusively organic
solvents. The reason was that most of the chemical compounds involved in the material
conversion, both reactants and products, were organic compounds produced mainly from
fossil fuels: coal and petroleum. The solvent used in the chemical process inevitably
becomes a waste that is harmful to the environment. SCW is free from such a harmful effect
on the environment because it is nothing but a thermodynamic state of water. SCW is quite
effective as a solvent for organic synthesis because it dissolves organic compounds quite
well. Furthermore, the product of the reaction may be separated easily from the solvent
just by cooling it to ambient conditions because the solubility of organic compounds in AW
is usually very low.

SCW also has significant potential in terms of its use in the energy production and
conversion processes. In fact, SCW is used as a coolant for the light water reactor, known as
a supercritical water reactor [2–4]. SCW does not show a “boiling” phenomenon because it
continuously changes from a water-like state to a steam-like state, so there is no need to
separate water and steam, which simplifies the plant system. And it shows higher thermal
efficiency compared with current light water reactors.

There is further motivation to investigate SCW, which is related to the origin of life.
Let us imagine an ancient time of the earth before life was born [5,6]. It may be reason-
able to assume that there was an environment in the ocean that produced small organic
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molecules including amino acids and nucleotides from inorganic compounds such as water,
carbon dioxide, ammonia, and formaldehyde. A candidate for such an environment is a
submarine volcano that might have played the role of the reactor for the chemical reactions to
produce biomolecules such as amino acids and nucleotides. The environment of a subma-
rine volcano is considered to be ideal for chemical reactions. The water around the volcano
would vary in temperature from nearly 0 ◦C to supercritical condition, depending on the
distance from the crater. The water also contains many kinds of minerals from volcanoes
including metal ions, which may serve as catalysts for chemical reactions. It is not very
hard to imagine that all sorts of chemical reactions take place in such conditions, which
may include reactions to produce biomolecules.

Despite the importance of SCW, it is not a trivial problem to characterize the state of
water both in experimental and theoretical studies. Two reasons make the characterization
of SCW so difficult. One of those is density fluctuations, which become increasingly larger
as the thermodynamic state approaches the critical point. Of course, density fluctuation
becomes a macroscopic scale at the critical point, and the compressibility diverges accord-
ingly. The phenomenon is rephrased in the liquid-structural language as “the correlation
length diverges in the thermodynamic limit.” Although the correlation length does not
diverge in SCW, it still has an extremely long correlation length on a mesoscopic scale.
The long correlation order prevents an ordinary characterization of the liquid structure
based on wide-angle X-ray scattering and molecular simulations.

The other source that makes the characterization of SCW difficult is the electronic
structure of water molecules in extreme conditions. Even in ambient conditions, water is
not a pure liquid, but an equilibrium mixture of three species, H2O, H3O+, and OH−, that
is, 2H2O = H3O+ + OH−, the equilibrium constant of which is KW = [H3O+][OH−]/[H2O]2.
The equilibrium constant is determined in general by the thermodynamic conditions
and the electronic structure of the species. In SCW, the thermodynamic state, namely
temperature, density, and pressure, has a significant effect on the electronic structure.
Therefore, KW in the supercritical region suffers from the combined effect of thermodynamic
conditions and the electronic structure. The analysis of such a combined effect is a nontrivial
problem, especially theoretically, because the conventional theory of electronic structure,
or quantum chemistry, has long been practiced for isolated molecules, which disregards
the thermodynamic state.

In the present article, we review the experimental and theoretical work carried out by
two research groups in Japan. In the following section, the experimental characterization
of the SCW region of the phase diagram, carried out by Nishikawa’s group, is reviewed.
The theoretical characterization of SCW, performed by Hirata’s group based on the refer-
ence interaction site-model (RISM)–Kovalenko-Hirata (KH) theory, is reviewed in Section 3.
Sections 4 and 5 are devoted to the combined quantum and thermodynamic effects in SCW,
clarified using the RISM–SCF theory. In Section 6, we review our work on the Diels–Alder
reaction in SCW as an example of green chemistry.

This article focuses mainly on density fluctuation and isothermal compressibility as
physical quantities that characterize the anomaly of SCW. The above two quantities are
related to the second derivative of Gibbs free energy with respect to pressure. It is noted
that the specific heat is also the second derivative of the Gibbs energy by temperature [7],
and has the anomalies as shown in some studies [8]. In the above-mentioned SCW reactor,
this anomaly in the specific heat is exploited and is the reason for the high efficiency.

2. Experimental Studies on Density Fluctuation and Correlation Length of SCW

Supercritical fluids are characterized by an inhomogeneous distribution of molecules,
and it is not too much to say that the inhomogeneity determines almost all intrinsic
properties of supercritical fluids [9–11]. Inhomogeneity can be described in various terms
depending on the experimental methods and the scale of observation, such as local density
enhancement [9,11], formation of clusters of various sizes, and large fluctuations [12–15].
Among several experimental methods to perceive the inhomogeneity directly, small-angle
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scattering experiments are the most useful. This is because the results give us quantitative
information on the inhomogeneity as a density fluctuation and the correlation length [12,13].
The former describes the variation in the number of molecules in the volume of interest,
whereas the latter gives the size of molecular aggregation [7].

Nishikawa experienced the limits of the radial distribution function (RDF) obtained
from wide-angle X-ray scattering experiments when it was applied to the discussion on
the structure of supercritical fluids [16]. This is because the structural fluctuation ranges
up to mesoscopic scale, whereas the radial distribution shows the values averaged in
a microscopic scale. It is considered that “describing the drastic disorder of molecular
distribution as it is” is essential for the structural investigation of supercritical fluids.
Then, direct structural information of supercritical fluids started to be obtained from
the viewpoint of fluctuations, which is obtained by small-angle X-ray scattering (SAXS)
experiments. The first and second samples were supercritical carbon dioxide (CO2) [17,18]
and trifluoromethane (CF3H) [19], respectively. From the investigation of the two samples,
the following facts were found [12,13,17–19].

(1) The density fluctuation forms a ridge when the contour map of their values is drawn
on the ρ–T phase diagram (ρ: density, T: absolute temperature). The ridge is the locus
formed by the points at which the values of density fluctuation are their maximum in
an isothermal change. The ridge does not coincide with but slightly deviates from the
critical isodensity line.

(2) The ridge corresponds to a trajectory of the maximum or minimum values of vari-
ous physical quantities associated with the second derivative of Gibbs free energy,
such as response functions of isothermal compressibility, heat capacity, and isobaric
thermal expansion.

(3) When the isothermal curves of density fluctuations and the ridges of supercritical
CO2 and CF3H are drawn in the reduced variables such as Pr, Tr, and ρr, they coincide
with each other. This suggests the generality principle of the density fluctuation
and ridge.

(4) The same statements (1)–(3) apply to the correlation length.

Therefore, SCW was chosen as the third sample in the investigation of substance
dependence in density fluctuations and the correlation length [20]. Because water is unique
even at room temperature and pressure, it is interesting to compare water with other
substances in supercritical states.

2.1. Experiment

The concepts of fluctuation and correlation length are useful in considering disordered
systems. We will briefly explain the experimental method to obtain them.

An instantaneous variation of the number of molecules is described by

∆N = N − N, (1)

where N and <N> are the number of molecules in a volume V of interest and its average
value, respectively. The value of (∆N)2 is an extensive quantity. Dividing it by <N>, we
obtain the density fluctuation (∆N)2/N as an intensive quantity, which can quantitatively
describe the inhomogeneity of the molecular distribution in the system. The density
fluctuation is related to the zero-angle X-ray scattering intensity per molecule (I(0)/N)
as [7]

(∆N)2

N = 1
Z2

I(0)
N , (2)

where Z is the number of electrons in the molecule. The density fluctuation is thermody-
namically related to the value of κ T as [7]

(∆N)2

N = N
V κTkBT, (3)
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where kB is the Boltzmann constant and κT is the isothermal compressibility given by

κ T = − 1
V

(
∂V
∂P

)
T
= 1

ρ

(
∂ρ
∂P

)
T

. (4)

According to the Ornstein–Zernike theory, the small-angle scattering intensity of a
sample, I(s), near the critical point is represented by [7]

I(s) = I(0)/
(
1 + s2ξ2), (5)

where I(0) is the scattering intensity at s = 0 and ξ is the Ornstein–Zernike correlation
length. Here, s is the absolute value of the scattering vector given by

s = 4π sin θ/λ (6)

where 2θ is the scattering angle and λ is the X-ray wavelength. If the statement in
Equation (5) is valid, the Ornstein–Zernike plot of 1/I(s) versus s2 will be a straight line.
We obtain the correlation length from the slope and the I(0) value from the intercept of
the plot.

Compared with small-angle scattering experiments for other purposes, the most
important aspect of an experiment to determine fluctuations is that the scattering intensity
data of the sample must be obtained on an absolute scale, down to the smallest possible
s-value, without parasitic scattering. Therefore, it is essential to obtain the scattering
intensity of the sample by separating it from the hem of the very strong incident X-rays.
In terms of X-ray sources, the use of synchrotron radiation (SR) is desirable. This is because
the scattering intensity from the sample in the supercritical state drastically and sensitively
changes depending on the thermodynamic state, so it is necessary to measure the scattering
intensity in a short accumulation time using a strong X-ray source. That the SR is extremely
focused is also an intrinsic merit. Details of the SAXS measurement to obtain fluctuations
and the correlation length were described in other papers [21].

SAXS measurements of SCW were performed using an instrument installed at the
BL-15A station of the Photon Factory at the High Energy Accelerator Research Organization
in Tsukuba, Japan [22]. The incident X-ray beam was monochromatized to λ = 1.50 Å and
focused to 1.0 × 1.0 mm2 using a bent Si monochromator and a bent mirror. The scattered
intensity (I) was detected with a position-sensitive proportional counter. The camera length
was set to 2000 mm. In this case, the observable s-region was 0.015–0.18 Å−1.

Because of the stringent experimental conditions of SCW, special care had to be taken
for the sample cell. The critical temperature, Tc, of water is 647.1 K and the critical pressure,
Pc, is 22.06 MPa. Moreover, SCW is highly chemically active and corrodes even stainless
steel. Therefore, Nishikawa’s group fabricated a sample cell specifically for SCW to set the
sample to the exact conditions of temperature and pressure [23]. All parts of the sample
holder are made of titanium, which is resistant to SCW. The sample cell was equipped
with two diamond windows with a thickness of 0.7 mm and a diameter of 4.5 mm. Gold
gaskets and gold spacers were introduced to seal the windows. The values of the thermal
expansion coefficients of the materials used were important because of the necessity to
vary the temperature over a wide range. The designed and fabricated sample cell was able
to withstand temperatures up to 720 K and pressures up to 40 MPa. Other details can be
found in the original paper [20].

The accumulation time of each run was 300 s. The temperature of the sample was
controlled using a proportional–integral–derivative controller connected to a flexible main
heater and an auxiliary cartridge heater, and measured using a thermocouple with a cover
of Inconel 600 that could withstand SCW. The thermocouple was immersed in the fluid
and its top was placed very close to the diamond window to measure the temperature
of the X-ray irradiated area. A high-pressure liquid chromatography pump was used
to pressurize the sample, and the value was measured with a strain gauge. The sample
cell was enclosed in a copper block to keep the temperature of the entire holder constant.
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The copper block and the sample holder were encased in a thermal insulator. During the
measurement, the temperature and pressure changes were constant within ±0.2 K and
±0.02 MPa, respectively.

2.2. Results and Discussion
2.2.1. Density Fluctuations

The first experimental results on the fluctuation of SCW were reported in 2000 [20],
and subsequent studies [24] were more accurate due to improvements such as a more
stable setting of the sample in harsh conditions [25] and more accurate experimental values
of the absorption coefficient of the sample. Although the two results were qualitatively
consistent, there was a slight difference in that the latter value of density fluctuations
was slightly larger than the former, especially near the critical point. Therefore, in this
review, we present the values from the latter report [24] as our experimental values.
In our experiments, the measurable variables were temperature and pressure, from which
we evaluated the density using the equation of the state of water developed by Wagner et al. [26]

In Figure 1, the isothermal changes of density fluctuation of SCW are shown as a
function of ρr with dots for Tr = 1.02, 1.04, and 1.06. Here, ρr and Tr are the reduced density
and temperature, normalized by the corresponding critical values ρc and Tc, respectively.
As expressed in Equation (3), the density fluctuations can also be calculated using the
value of κT evaluated from the equation of state, and the result is represented by the solid
line in Figure 1. The values obtained from the scattering experiment [24] and the values
calculated from the equation of state [26] agree well within the experimental error and
the inaccuracy of the equation of state. This may be interesting because of the different
observation scales of the two methods. In the case of the equation of state, the based value
is a macroscopic thermodynamic quantity. On the other hand, the observation scale for the
scattering experiment is considered to be the coherent length of the X-rays used, which is
considered to be mesoscopic. The good agreement of the results indicates that for SCW
fluctuations, the information from the mesoscopic scale perspective is the same as that
from the macroscopic scale perspective.
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with calculated ones from the equation of state of Wagner et al. [26] (solid curves). This figure is
reprinted with permission from J. Supercritical Fluids 2004, 30, 249. Copyright 2004 Elsevier.
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It is seen from Figure 1 that the isotherms of density fluctuation grow larger as the
density and temperature approach ρc and Tc, respectively, and that the density of the
maximum of the isotherm shifts from ρc and the deviation is remarkable as the temperature
moves away from Tc. To demonstrate the abovementioned situation more clearly, the
density fluctuation map of SCW as functions of density and temperature is shown in
Figure 2, whose values are calculated from the equation of state [26]. The green curves
are the isotherms of density fluctuation at Tr = 1.02, 1.04, and 1.06. As shown in Figure 2,
the density fluctuation forms a ridge in the ρ− T map. Later, the ridge was named the
“Nishikawa line” or “Nishikawa-Widom line” [27–29]. This line connects smoothly with
the rectilinear line in the ρ− T phase diagram and with the extension of the gas–liquid
coexistence curve in the ρ− T phase diagram [20] in the same manner as the results for
CO2 [17,18] and CF3H [19]. The Nishikawa line described by red deviates gradually from
the critical isodensity line (blue line) on changing from the critical temperature. Such an
observation is algebraically confirmed to be true by the calculation of the quasi-quantitative
expression of the van der Waals equation [14].

J 2021, 4 FOR PEER REVIEW  6 
 

It is seen from Figure 1 that the isotherms of density fluctuation grow larger as the 
density and temperature approach 𝜌  and Tc, respectively, and that the density of the 
maximum of the isotherm shifts from 𝜌  and the deviation is remarkable as the tempera-
ture moves away from Tc. To demonstrate the abovementioned situation more clearly, the 
density fluctuation map of SCW as functions of density and temperature is shown in  
Figure 2, whose values are calculated from the equation of state [26]. The green curves are 
the isotherms of density fluctuation at Tr = 1.02, 1.04, and 1.06. As shown in Figure 2, the 
density fluctuation forms a ridge in the 𝜌 − 𝑇  map. Later, the ridge was named the 
“Nishikawa line” or “Nishikawa-Widom line” [27–29]. This line connects smoothly with 
the rectilinear line in the 𝜌 − 𝑇 phase diagram and with the extension of the gas–liquid 
coexistence curve in the P–T phase diagram [20] in the same manner as the results for 
CO2 [17,18] and CF3H [19]. The Nishikawa line described by red deviates gradually from 
the critical isodensity line (blue line) on changing from the critical temperature. Such an 
observation is algebraically confirmed to be true by the calculation of the quasi-quantita-
tive expression of the van der Waals equation [14]. 

 
Figure 2. Behavior of the density fluctuation of SCW on the 𝜌– 𝑇 phase diagram evaluated from 
the equation of state of Wagner et al. [26]. The green curves are the isotherms of density fluctuation 
at 𝑇 = 1.02, 1.04, and 1.06. The Nishikawa line and the critical isodensity line are described by the 
red broken line and blue chain line, respectively. 

The first experiment, which observed that the lines connecting the extreme values of 
physical quantities in the supercritical state deviate from the critical isodensity line, was 
the measurement of the speed of sound in Ar [30]. In terms of density fluctuations and 
correlation lengths of supercritical CO2 and CF3H [12,13,19], Nishikawa’s group found 
similar deviations, which led to a discussion on the extension of the gas–liquid coexistence 
curve. Similarly, in the SCW study, it was found that the sequence of extremes deviated 
from the critical isodensity line. As pointed out by Nishikawa et al. [12,13], the inhomo-
geneity of the solvent in the supercritical state is closely related to physicochemical prop-
erties such as reactivity and solubility, and it is in the most inhomogeneous (i.e., large 
density fluctuation) region that the most anomalous behaviors and solvent activation are 
observed. In other words, the area near the ridge of the density fluctuation is the most 
active when using SCW as a solvent. 

2.2.2. Correlation Lengths 

Figure 2. Behavior of the density fluctuation of SCW on the ρ− T phase diagram evaluated from the
equation of state of Wagner et al. [26]. The green curves are the isotherms of density fluctuation at
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The first experiment, which observed that the lines connecting the extreme values of
physical quantities in the supercritical state deviate from the critical isodensity line, was
the measurement of the speed of sound in Ar [30]. In terms of density fluctuations and
correlation lengths of supercritical CO2 and CF3H [12,13,19], Nishikawa’s group found
similar deviations, which led to a discussion on the extension of the gas–liquid coexis-
tence curve. Similarly, in the SCW study, it was found that the sequence of extremes
deviated from the critical isodensity line. As pointed out by Nishikawa et al. [12,13],
the inhomogeneity of the solvent in the supercritical state is closely related to physico-
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chemical properties such as reactivity and solubility, and it is in the most inhomogeneous
(i.e., large density fluctuation) region that the most anomalous behaviors and solvent
activation are observed. In other words, the area near the ridge of the density fluctuation is
the most active when using SCW as a solvent.

2.2.2. Correlation Lengths

Near the critical point, the correlation length, ξ, is related to the pair correlation
function, g(r), as expressed by the following equation [7]:

g(r)− 1 =
kBTκT exp

(
− r

ξ

)
4πξ2r . (7)

Equation (7) shows that the slope of the pair correlation function decreases exponen-
tially near the critical point, and the parameter for the decrease is the correlation length.
This indicates that the structure of supercritical fluids cannot be explained by the assump-
tion of the existence of clusters of constant size. The correlation length, however, gives us
information about the inhomogeneity from the viewpoint of length.

The correlation length can be obtained experimentally from SAXS measurements
using the relation of Equation (5). As described above, SAXS experiments for SCW were
performed twice [20,24]. Although the experimental conditions and the results for the
density fluctuation of the latter [24] were better, the obtained values for correlation length
were almost the same. As for the correlation length, the results of the former experi-
ments [20] are shown as a function of density in Figure 3 because results with many more
measuring points were reported. As shown in Figure 3, it can be seen that the correlation
length increases on approaching ρc and Tc. In addition, the maxima of the correlation
length exists with a shift to a density region lower than the critical density, and this shift
increases with separation from the critical temperature. This behavior is the same as that of
density fluctuation.

J 2021, 4 FOR PEER REVIEW  7 
 

Near the critical point, the correlation length, 𝜉, is related to the pair correlation func-
tion, 𝑔(𝑟), as expressed by the following equation [7]: 

 𝑔(𝑟) − 1 = 𝑘 𝑇𝜅 exp − 𝑟𝜉4𝜋𝜉 𝑟 . (7) 

Equation (7) shows that the slope of the pair correlation function decreases exponen-
tially near the critical point, and the parameter for the decrease is the correlation length. 
This indicates that the structure of supercritical fluids cannot be explained by the assump-
tion of the existence of clusters of constant size. The correlation length, however, gives us 
information about the inhomogeneity from the viewpoint of length. 

The correlation length can be obtained experimentally from SAXS measurements us-
ing the relation of Equation (5). As described above, SAXS experiments for SCW were 
performed twice [20,24]. Although the experimental conditions and the results for the 
density fluctuation of the latter [24] were better, the obtained values for correlation length 
were almost the same. As for the correlation length, the results of the former experiments 
[20] are shown as a function of density in Figure 3 because results with many more meas-
uring points were reported. As shown in Figure 3, it can be seen that the correlation length 
increases on approaching 𝜌  and Tc. In addition, the maxima of the correlation length 
exists with a shift to a density region lower than the critical density, and this shift increases 
with separation from the critical temperature. This behavior is the same as that of density 
fluctuation. 

 
Figure 3. The isothermal changes of correlation lengths for SCW as a function of density. The sym-
bols of shaded square (■), shaded diamond (◆), open triangle (Δ), shaded inverted triangle (▼), and 
shaded circle (●) represent isotherms at temperatures T = 660.0, 661.5, 663.0 K (Tr = 1.02), 677.0 K 
(Tr = 1.05), and 687.5 K (Tr = 1.06), respectively. The chain line denotes the critical density. This figure 
is reprinted from JCP, 2000, 112, 4203. 

2.2.3. Substance Dependences of Density Fluctuation and Correlation Length 
As described at the beginning of this section, the behaviors of density fluctuation and 

correlation length of CO2 and CF3H show universality for the density and temperature 
normalized by 𝜌  and Tc. Therefore, it may be interesting to compare them for substances 
with different molecular interactions. 

Figure 4 shows the density fluctuation of water with those of CO2 [17,18], CF3H [19], 
C2H4 [31], and C6H6 [32] at Tr = 1.02, 1.04, and 1.06. The values of the density fluctuation 

Figure 3. The isothermal changes of correlation lengths for SCW as a function of density. The symbols
of shaded square (n), shaded diamond (u), open triangle (∆), shaded inverted triangle (H),
and shaded circle (l) represent isotherms at temperatures T = 660.0, 661.5, 663.0 K (Tr = 1.02),
677.0 K (Tr = 1.05), and 687.5 K (Tr = 1.06), respectively. The chain line denotes the critical density.
This figure is reprinted from JCP, 2000, 112, 4203.
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2.2.3. Substance Dependences of Density Fluctuation and Correlation Length

As described at the beginning of this section, the behaviors of density fluctuation and
correlation length of CO2 and CF3H show universality for the density and temperature
normalized by ρc and Tc. Therefore, it may be interesting to compare them for substances
with different molecular interactions.

Figure 4 shows the density fluctuation of water with those of CO2 [17,18], CF3H [19],
C2H4 [31], and C6H6 [32] at Tr = 1.02, 1.04, and 1.06. The values of the density fluctuation
of water are significantly larger than the results of the other substances, which do not have
hydrogen bonds. Among the latter group, the Tr = 1.02 data for C2H4 had experimental
errors due to the difficulty in maintaining a stable thermodynamic state when approaching
the critical point [31]. For the data of CO2 included in the group of Tr = 1.02, its exact
temperature was Tr = 1.022. Therefore, the density fluctuation is slightly smaller than the
others. Considering such circumstances, it is possible to conclude that the universality in
the behavior of density fluctuation holds for nonhydrogen-bonding substances and water
is significantly out of line with universality.
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Next, substance dependence of the correlation length is considered. The correlation
lengths of the aforementioned substances reflect individual molecular size [32]. Therefore,
we normalized the correlation length by the respective molecular size and obtained the
results shown in Figure 5. Here, we adopted the size parameter of the Lennard-Jones (LJ)
potential [33] as the molecular size. Comparing Figures 4 and 5, the density fluctuation and
normalized correlation length show similar trends in substance dependences, and they are
closely related. It was found that the molecular size makes a significant contribution to the
correlation length, and to discuss universality, it is necessary to normalize the correlation
length by the individual molecular size.
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is reprinted from JCP, 2003, 119, 1502.

For nonhydrogen-bonded substances, the behavior of structural fluctuation is consis-
tent even though the types of intermolecular forces, such as quadrupole moments, dipole
moments, and π electrons, differ. Thus, in nonhydrogen-bonded substances, the universal-
ity of the structural fluctuation is ensured, which means that the specificity of the substance
disappears using reduced variables normalized by the critical constants. On the other hand,
the structural fluctuation of SCW shows a different behavior originating from hydrogen
bonding. Hydrogen bonds are very directional, and their interactions reach farther than
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nonhydrogen bonds. As a result, the molecular aggregates of water are more bulky than
other substances due to the orientation of the interactions, allowing more molecules to
participate in the aggregate. The intermolecular interactions of hydrogen bonds are so
specific that they cancel out even the universality of structural fluctuations.

2.3. Summary

The structural fluctuation of SCW was investigated using SAXS experiments. The results
are summarized as follows: (1) The behavior of density fluctuations in water differs from
that of substances without hydrogen bonds. (2) For most substances, the correlation length
normalized with molecular size can be regarded as a universal quantity. However, water is
the exception.

3. Theoretical Characterization of the SCW Region in Terms of the Concept of “Ridge”
in the Phase Diagram

Density fluctuation is one of the distinguishing features of supercritical fluids com-
pared with normal states such as liquid and vapor. The fluctuations become increasingly
larger as the critical point is approached, and eventually diverge at the critical point. This
indicates that the fluctuations are spreading to the macroscopic region [7].

Two interesting papers have been published independently and almost simultaneously
that characterized density fluctuations in supercritical fluids. One is the experiment re-
viewed in the previous section, and the other is a statistical mechanical study [17,18,34–37].
Using SAXS, Nishikawa et al. found that when the density fluctuation of CO2 is plotted
against density, it shows a finite (nondivergent) maximum along the critical isochore, which
they later called a “ridge” [17]. Chialvo and Cummings observed a similar phenomenon
theoretically in their analysis of the Kirkwood–Buff integrals for the supercritical region of
fluids [34].

Following them, Gray et al. and Narikiyo reported that the ridge appears on the
lower-density side of the critical isochore [35,37]. The same shift of density fluctuations of
supercritical liquids is also observed experimentally [12,17,18,20,36].

To investigate the detailed molecular picture of the liquid structure on either side of
the ridge, Matsugami et al. have applied the statistical mechanics of molecular liquids,
called the RISM–KH theory [38]. In this section, we briefly review their theoretical study to
identify the “ridge” of water and to clarify the microscopic structure of the fluids in both
regions that are separated by the line.

3.1. Theoretical Framework of Density Fluctuation

The number-density fluctuation of liquids, usually simply called “density fluctuation,”
is proportional to the isothermal compressibility, κT , which is given by [39,40]

(∆N)2

N
=

N
V

kBTκT , (8)

where N denotes the number of molecules in an arbitrary volume V, kB is the Boltzmann
constant, and T is absolute temperature. . . . means the ensemble average under the grand
canonical ensemble.

κT can be evaluated by differentiation of the density with respect to the pressure at
constant temperature:

κT = − 1
V

(
∂V
∂P

)
T
=

1
ρ

(
∂ρ

∂P

)
T
= − 1

V

(
∂2G
∂P2

)
T

. (9)

The pressure is determined by [41]
P

ρkBT = 1 + ρ
2

∫
dr ∑

αγ

{
1
2 h2

αγ(r)Θ(−hαγ(r))− cαγ(r)
}

− 1
2ρ

∫ dk
(2π)3 {ln det[1−

∫
ω(k)c(k)ρ] + Tr

[
ω(k)c(k)ρ(1−ω(k)c(k)ρ)−1

]
},

(10)



J 2021, 4 708

where all these correlation functions are evaluated using the RISM–KH theory. The RISM–KH
theory is a statistical mechanics theory of molecular liquids that describes the structure
and properties of molecular liquids without statistical errors [40]. The RISM–KH theory
consists of the following two equations, namely

h = ω ∗ c ∗ω + ω ∗ ρh ∗ω, (11)

hαγ(r) =

{
exp{dαγ(r)} − 1 dαγ(r) < 0

dαγ(r) dαγ(r) ≥ 0
, (12)

where dαγ(r) = −βuαγ(r) + hαγ(r)− cαγ(r). The elements of the matrices of h, c, and ω are
hαγ(r), cαγ(r), and ωαγ(r), respectively. ∗ in Equation (11) denotes the convolution integral.
β and uαγ(r) are the inverse temperature and two-body interaction potential between
interaction sites α and γ. Here, the density fluctuation of water was investigated using
the RISM–KH theory for densities ranging from 0.0001 to 1.0 g cm−3 and for temperatures
from 565 to 760 K. In this study, we employed an SPC/E water model with modified
hydrogen parameter.

3.2. Temperature and Density Dependence of Density Fluctuation

The pressure isotherms for water against the molar volume for different temperatures
are plotted in Figure 6. The temperature range plotted (565 to 660 K) was chosen to be close
to the critical point. From the figure, one can determine the critical point as the density
ρc = 0.127 g cm−3 and the temperature Tc = 644 K, which is in qualitative agreement with
the experimental observation.
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Figure 6. Pressure isotherms evaluated using the RISM–KH theory. This figure is reprinted with
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In Figure 7, the density fluctuation of water is plotted as a function of the density and
temperature. One can see a maximum at the critical point, at the density of 0.127 g cm−3

and the temperature of 644 K, corresponding to Figure 6. The red line connecting the
maximum points in the figure corresponds to the “ridge” proposed by Nishikawa et al.
introduced in the previous section [17].

3.3. Fluid Structure around the Ridge

Because the density fluctuation takes its maximum value along the ridge, there are
states of different densities on both sides of the ridge with the same density fluctuation
and temperature. As discussed in the previous section, Nishikawa et al. argued that these
points have a liquid-like structure on the high-density side and a gas-like structure on
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the low-density side. To elucidate this argument at the molecular level, the RDFs have
been considered.
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Figure 7. Behavior of the density fluctuation of supercritical H2O on the ρ − T phase diagram
evaluated using RISM–KH theory. This figure is reprinted with permission from JCP, 2014, 140,
104511. Copyright 2014 AIP Publishing.

Figure 8a shows the RDFs for several densities at 644 K. Here, the distributions at
different densities for the same density fluctuation were compared. From this figure, it can
be seen that different liquid structures are observed for the same density fluctuation.
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The results are plotted for the fluid at seven state points. Numbers in parentheses in the figures denote the value of density
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Copyright 2014 AIP Publishing.

For a closer look, the short- and long-range parts for ρr = 0.34 and ρr = 1.93 (both
density fluctuations are 3) are shown in Figure 8b,c, respectively. The RDF of O–O shows a
clear first minimum after the first peak on the high-density side, whereas the first peak de-
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cays almost monotonically on the low-density side. This indicates the characteristics of the
distribution functions of liquid and gas, respectively. An RDF of O–H shows the strength
of hydrogen bonding. The peak is stronger on the low-density side. At low densities,
the two-body interaction is dominant, resulting in a prominent first peak, whereas at higher
densities, the first peak is lower due to the screening effect by the many-body interaction.
These features were observed in NMR experiments by Matubayasi and Nakahara [42].

The fluid structures on the ridge are also considered to see their critical behavior.
Figure 9 shows how the fluid structure changes as it approaches the critical point on the
ridge. The RDFs clearly show that the tail of the RDF becomes longer as the fluid state
approaches the critical point and the correlations become increasingly longer.

3.4. Summary

In this section, a theoretical study based on the RISM–KH theory for the analysis of
the density fluctuation of water was reviewed. The “ridge” proposed by Nishikawa et al.
was reproduced using the RISM–KH theory and the structural features of liquid water in
the high- and low-density sides were revealed at the molecular level. The microscopic view
of the liquid water has been discussed based on the RDFs. The results clearly show that the
liquid structure on the higher-density side is more “water-like,” whereas the lower-density
side is more “vapor-like.” The shift of the ridge toward lower density from the critical
isochore with increasing temperature reported by the experiments was also reproduced.
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4. Structure of Water Using Ab Initio Modeling

First-principles theory is necessary to clarify the relationship between the characteris-
tic structure of water and intermolecular interactions. The theoretical approaches based
on molecular simulations, such as molecular dynamics and Monte Carlo, have greatly
contributed to the heuristic understanding of the structural, dynamic, and some thermo-
dynamic properties of water. Many reviews have already appeared on the simulation of
water [43]. Another theory that tries to explain the structure of water from first principles is
the integral equation theory for molecular liquids. Among the many studies, the extended
RISM (XRISM) theory has been used to reproduce experimentally observed structural
features of water at a qualitative level. In addition, this method has proven to have obvi-
ous advantages in terms of applicability and extensibility to chemistry and biophysical
chemistry [44].

In this section, the XRISM theory is further extended to analyze water structure
over a very wide range of temperature and pressure, including the supercritical region.
Considering many-body effects such as electronic polarization are often a crucial issue in
theoretical studies. As has been pointed out [1,45], careful attention is always required
when using model potentials for molecular interactions. This is because commonly used
standard model parameters are highly empirical, are tuned to reproduce experimental
data well, and are dependent on the state of the system. Therefore, they may need to be
readjusted depending on the state of the system, especially in the supercritical regions
where the intermolecular interactions may change significantly from the normal states,
resulting in severe parameter dependence. The present study includes properties of
liquid water over a wide range of temperature and density conditions (0–600 ◦C and
0.6–1.4 g cm−3); ranging from the supercritical region to the triple point of the three phases:
water, ice-VI, and ice-VII (81.6 ◦C, 21700 atm) [46]. The change in the polarization state of
the molecule is important when dealing with such wide temperature and density ranges.
Therefore, it is necessary to use a theory of liquids that can treat the polarization of solution
molecules in first-principles theory.

4.1. Theoretical Framework Considering Polarization

Here, by combining the ab initio molecular orbital (MO) method, XRISM calcula-
tions were performed considering the electronic polarization of water [45]. Polarization
and other many-body effects are naturally taken into account through the self-consistent
manner for determining the liquid and electronic structures of the system. The method is
essentially very similar to the RISM–SCF theory used for solute–solvent systems at infi-
nite dilution [47–49], with a modification associated with application to a neat liquid [45].
The procedure consists of the following steps.

(i) First, the electronic structure of an isolated molecule is calculated. (In this study,
the Hartree–Fock level approximation with a double zeta with polarization functions
(DZP)-type basis set has been employed.)

(ii) The effective charges of atoms in the molecule are determined by the electrostatic
potential method based on the electronic structure calculations.

(iii) The RISM equation for the neat liquid system is solved using the effective charges,
and the pair correlation function is determined.

(iv) From the pair correlation function, the microscopic reaction field is calculated using
the same definition as the Fock operator in the original RISM–SCF.

(v) The electronic structure of a molecule is calculated with the modified Fock operator
including the microscopic reaction field.

Steps (ii) to (v) are iterated until mutual consistency in both the electronic structure
and the pair correlation functions is achieved. In this calculation, the same LJ parameters
and molecular structure as in TIP3P were used. We also performed RISM calculations
of the same LJ system from which the effective charge was removed. The purpose is to
clarify the role of hydrogen bonding by comparing liquid structures with and without
electrostatic interaction.
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4.2. Electronic Polarization of Water

The dipole moment of the isolated water molecule is constant. However, the situation
is different in the liquid because an electronic polarization is induced by the electrostatic
field created by the surrounding water molecules. The dipole moment depends on the
density and/or temperature because the thermal motion and/or the intermolecular inter-
action of water molecules change under different thermodynamic conditions. The dipole
moment of the isolated water molecule calculated by the present ab initio MO method
is 2.3 D, which is slightly larger than the experimental value (1.8 D). Improvement can
be expected using a more sophisticated level of electronic structure calculation, but it
does not affect the discussion of the dependence on temperature and density. Therefore,
the dipole moment is considered as the relative value in the liquid phase and the gas phase.
Figure 10 shows the difference in the dipole moment of a water molecule in the liquid
and gas phases. When the density conditions are 0.6 g cm−3 and 1.4 g cm−3, the lower
temperature region is not shown because it is not physically stable, and convergence of
the numerical solution was not obtained. At the room temperature and standard density,
the dipole moment is increased by 0.7 D from that in the gas phase, which can be compared
with the value widely known experimentally and theoretically: 2.5 − 1.8 = 0.7 D [50].
As the temperature increases or the density decreases, the polarization effect becomes
smaller, and the electronic structure of the water molecule approaches that of the isolated
system. Because molecular vibration is not considered in this study, it is thought that the
decrease in polarization is due to the activation of the whole molecule, especially rotational
motion. Because motion of the molecules is induced, the average electric field generated
is weaker and less anisotropic. However, even at low densities and high temperatures
(0.6 g cm−3 and 600 ◦C), considerable polarization is still seen. Judging from the computed
pair correlation functions, the hydrogen-bonding network is considered to be almost lost
in the low-density region, but direct bonding between adjacent water molecules remains.
That is, the electronic state of the water molecule is different from that of the isolated state.
Matubayasi et al. proposed a method to determine the dipole moment of molecules in
liquid by analyzing NMR chemical shift data in combination with the molecular dynamics
simulation [51]. It can be said that the density and temperature dependence results for
electronic polarization obtained in this calculation are in quantitative agreement with those
determined by their semiempirical approach. In the other connection with the experimental
quantities, we calculated the internal energy change of the vaporization (∆Evap):

− ∆Evap = ∆Eelec +
ρ

2
kBT ∑

αγ

∞∫
0

4πr2gαγ(r)uαγ(r), (13)

where uαγ(r) is the site–site interaction potential between water molecules and ∆Eelec is
the electronic energy change defined above. At 100 ◦C with 1.0 g cm−3, ∆Evap is computed
to be 11.14 kcal mol−1, which is in reasonable agreement with the experimental value,
8.99 kcal mol−1 [46,52]. Although we will not explain the details here, whereas the total
free energy depends on density, it is not so sensitive to temperature changes. Although we
could not find experimental data of free-energy change over the wide range of temperatures
and densities corresponding to this study, we believe that this result at least qualitatively
predicts the actual water situation. As for free-energy change (temperature dependence
from 0 ◦C to 100 ◦C) in a more limited range, our theory reproduces the experimental
results well [45].
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Figure 10. Deviation of the dipole moment relative to values in the isolated molecule (shown in
Debye units). This figure is reprinted with permission from JCP, 1999, 111, 8545. Copyright 1999
AIP Publishing.

4.3. Liquid Structure

Figure 11 shows the temperature dependence of the pair correlation function (PCF)
between water and oxygen at three different densities. First, let us focus on the normal
density, 1.0 g cm−3. The peak at 3 Å, corresponding to the diameter of the LJ potential σ,
represents water molecules in direct contact with each other. The characteristic structure
of water is clearly seen at T = 0 ◦C. The relatively small peak at R ≈ 4.5 Å (or ≈1.63σ)
is attributed to the tetrahedral ice-like structure. As the temperature rises, this peak
weakens and is gradually replaced by the peak derived from the simple liquid structure
around R ≈ 2σ. The isosbestic-like point corresponding to these two structural changes can
be seen. As the density changes, the liquid structure changes significantly. In other words,
in the space around the water molecule of interest, the location of nearby water molecules
depends on the density conditions. In comparison, the change with temperature is much
more gentle, and the peaks essentially do not shift from the specific position determined
by the density. Instead, only the peak height changes. Because isosbestic-like points are
observed for temperature changes at any peak, only the proportion of water molecules
changes. At low density, the second peak is very low and there is almost no correlation at
long distances. At high density, the third peak also becomes clearer, and the liquid structure
resembles that of a simple liquid. It is known from the molecular simulation study that 90%
of hydrogen bonds remain upon melting from an ice structure to ambient liquid water [53].
When analyzing liquid water of normal density (1.0 g cm−3), the position of the isosbestic
point can be described consistently by assuming an ice-like tetrahedral structure. Of course,
the structure obtained by XRISM also contains water molecules that fill the gaps of the
tetrahedral structure. These are adjacent but nonhydrogen-bonded water molecules called
“interstitial water molecules” in the old water model. In contrast, the temperature change
of the PCF at high density behaves the same as the change in LJ fluid of the same density,
strongly suggesting that the structure of water under this condition is very similar to that
of a simple liquid.

In Figure 12, the first-peak position of the O–O PCF of water (solid line) and that of the
LJ liquid (dotted line) are plotted with respect to the inverse of the cube root of the density.
That is, the horizontal axis represents the average distance between molecules in the liquid,
and the vertical axis is the closest distance reflecting the result of the many-body effect
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including all intermolecular interactions of attraction and repulsion. The results of the
experiments obtained with X-ray diffraction are also plotted with the symbol X. At higher
densities (left side), the peak positions of water and LJ liquid are closer to one another,
indicating the importance of the packing effect. As the density decreases, both of these shift
to greater distances (right side), but the position in water is much less sensitive to density
changes compared with the position in the LJ fluid. This is explained by the fact that the
closest distance between molecules in liquid water is primarily determined by the core
repulsion (exclusion) as well as by the hydrogen bond. Under the high-density conditions,
the molecules are densely packed and core repulsion dominates. The closest distance of the
LJ fluid is essentially determined solely by this packing effect. Because of this, water and
LJ fluids behave the same in high-density conditions. On the other hand, as the density
decreases, the closest distance increases and the packing effect virtually disappears. That
is, the structure of water is dominated by hydrogen bonds. The results obtained from
the calculations are in qualitative agreement with the corresponding experimental data of
water, indicating that the present model correctly characterizes the water structure over a
wide range of densities.

4.4. Summary

The ab initio MO theory was combined with the integral equation theory to reveal the
electronic structure, liquid structure, and thermodynamics of water over a wide range of
temperatures (0–600 ◦C) and densities (0.6–1.4 g cm−3). A dipole moment of molecules
in the liquid state is induced compared with the isolated state but decreases with increas-
ing temperature and/or density. This is explained by the weakening of the hydrogen
bonding with the surrounding molecules by thermal activation and the weakening of the
reaction field in the system. These calculated results are in quantitative agreement with
experimental data determined based on NMR chemical shifts coupled with molecular
dynamics simulations.
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At normal densities (1.0 g cm−3), the liquid structure of water takes on a tetrahedral
structure, retaining the short-range structural characteristics of ice. However, as the density
changes, this structure changes significantly. At high density (1.4 g cm−3), the molecules
are densely packed in space, and, like the LJ fluid, the structure is essentially determined
by the many-body packing effect. On the other hand, at low density (0.6 g cm−3), not only
the packing effect but also the hydrogen bonding virtually disappears. Entropy effects
become important as the configuration space available to molecules increases. It is believed
that temperature changes do not significantly affect the liquid structure itself, but instead,
the proportion of water molecules having a given structure changes. In this paper, the
number of hydrogen bonds is also calculated. In particular, we attempted to distinguish
true hydrogen bonds from those in which the hydrogen–oxygen distance is simply short as
a result of the molecules being adjacent to each other. It turned out that the two showed
completely opposite behavior with respect to temperature rise.

5. Autoionization in Supercritical Water

The ionic product of water, Kw =
[
OH−

][
H3O+

]
, is the equilibrium constant for the

autoionization reaction of water and it is also a standard quantity for determining the
protonation (or deprotonation) states of solvated chemical species. The ionic product is
strongly dependent on the temperature and density of the system due to the intra- and
intermolecular interactions.

There are several methods to determine pKw. Trout and Parrinello have employed
the Car–Parrinello density functional method to investigate the autoionization process for
water in the liquid state [54,55]. Sato and co-workers have investigated the temperature and
density dependence of the electronic properties, molecular structure, radial distribution,
and Kw using the RISM–SCF method [45,56–58]. RISM–SCF and its variants have also been
successfully applied to measure the acid dissociation constant [59–62].
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Using the RISM–SCF coupled with the hypernetted-chain (HNC) approximation,
Sato et al. have investigated properties in the wide range of densities (0.6–1.4 g cm−3)
and temperatures (300–900 K). To calculate in a lower-density region (less than 0.6 g cm−3),
the KH closure needs to be introduced instead of HNC because of higher robustness for the
numerical calculation [63]. In this subsection, a theoretical study using the RISM–SCF/KH
method to investigate the properties of fluid water in a wide range of densities
(0.025–1.0 g cm−3) and temperatures (300–800 K) is briefly reviewed [27]. In the calcu-
lation, one water molecule is treated by quantum mechanics, which is called the “solute,”
and all surrounding “solvent” water molecules are treated using classical mechanics. Sim-
ilarly, the dissociated states of the water molecule, H3O+ and OH−, are also considered
quantum mechanical “solutes.”

5.1. Theoretical Framework of pKw

The logarithm of the ionic product of water, pKw, is related to the reaction free energy
of the autoionization reaction of water, ∆Gaq, as

∆Gaq = 2.303RTpKw (14)

with R being the gas constant. Here, ∆Gaq is defined as

∆Gaq = GH3O+

aq + GOH−
aq − GH2O

aq = ∆Gvac + ∆µH3O+
+ ∆µOH− − ∆µH2O (15)

where ∆Gvac and ∆µX are the reaction free energy in vacuo and the solvation free energy
of species X. These values can be evaluated by solving RISM–SCF coupled with the KH
closure equation for a wide range of densities and temperatures.

For the RISM–SCF/KH calculations, the restricted Hartree–Fock/Møller–Plesset 2nd-
order perturbation level with triple zeta basis set augmented by p polarization functions on
hydrogen atoms and d polarization and diffuse p functions on oxygen atoms is employed.

All calculations were carried out in a range of densities 0.025–1.0 g cm−3 and tempera-
tures 300–800 K. All other computational details can be found in the original research article.

5.2. Free Energy and pKw

In Figure 13, the change in pKw from the standard state
(
273.15 K, 1.0 g cm−3), ∆pKw,

is plotted against temperature and density and compared with that by the experiments.
The monotonic increase in pKw with increasing temperature and density is qualitatively
consistent with the experimental results [64]. However, the amount of change itself is
overestimated. This is considered to be because only one molecule is treated as a quan-
tum chemical “solute,” and thus quantum chemical effects such as electron transfer be-
tween molecules are ignored. This is also pointed out for the molecular simulation by
Yagasaki et al. [65].

Let us consider the origin of the monotonic change in pKw with increasing density
and temperature. The most important factor for the temperature dependence is the change
in the excess chemical potential, ∆∆µ = ∆µH3O+

+ ∆µOH− − ∆µH2O. The temperature and
density dependence of ∆∆µ is plotted in Figure 14b. ∆∆µ increases with decreasing density
and with increasing temperature, monotonically. On the other hand, the components of
∆∆µ, ∆µH2O, and ∆µOH− are not monotonically varying and have a minimum value. This
behavior indicates that the two competing effects are interacting (See Figure 15). The excess
chemical potential is determined by two major effects, namely electrostatic stabilization and
cavity formation. ∆µH2O and ∆µOH− show a similar monotonic decrease with increasing
density in the low-density region, which is attributed essentially to the density dependence
of the electrostatic stabilization. In the high-density region, monotonic increasing of ∆µH2O

and ∆µOH− with increasing density is attributed to the cavity formation effect. Because
OH− is an ionic species, ∆µOH− increases monotonically with increasing density due to
strong electrostatic stabilization. These features are also reported in other papers [58].
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Figure 13. Density and temperature dependence of ∆pKw, the difference between the pKw(ρ, T) and pKw(1.0 g cm−3,
273.15 K), where ρ and T are the solvent water density and the temperature of the system, respectively. The theoretical
result of this work and experimental values are shown in parts (a) and (b), respectively. These figures are reprinted with
permission from JPCB, 2006, 110, 8451. Copyright 2006 American Chemical Society.
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5.3. Summary

The temperature and density dependence of pKw was investigated using the RISM–
SCF method in combination with KH. The results have shown a monotonic increase with
increasing density at all temperatures in good agreement with the experimental observation.
The major factor of change is a change in the excess chemical potential, where there are
two possible effects: electrostatic stabilization and cavity formation. Using the RISM–SCF
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method, it was successfully elucidated how these effects depend on temperature and
density variations. Quantitative errors in pKw have also been pointed out, but it is expected
that these can be improved by incorporating quantum effects for a larger part of the system
with future development of the theory.
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6. The Diels–Alder Reaction in Supercritical Water

The Diels–Alder reaction is an organic reaction to synthesize polycyclic ring molecules.
It has been shown by Breslow et al. that the reaction is drastically accelerated using water
as solvent [66]. However, the yield of the reaction was not increased as much as expected
because the solubility of the reactants in water is quite low. It is SCW [67,68] that has an
advantage in this regard. SCW dissolves a variety of organic compounds depending on
temperature and pressure. In fact, several different combinations of diene and dienophile
have been examined experimentally [69]. It was reported that SCW gives higher yields than
AW and that it increases the reaction rate dramatically. SCW is also advantageous from
the environmental viewpoint. Here, we review our studies on the Diels–Alder reactions
in SCW as well as in AW using the RISM–SCF/MCSCF method; these studies answer the
questions why the reaction rate increases by changing the solvent from organic to aqueous
solutions, and why the reaction yields drastically increase when using SCW in place of
water. As a target system, the cycloaddition of cyclopentadiene (CP) with methyl vinyl
ketone (MVK) is examined (Figure 16), which has been extensively studied by means of
both experiments and theories [66,70–75].
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Figure 16. Scheme for the Diels–Alder reaction.

To examine the mechanism of the Diels–Alder reaction, possible structures of the
transition state are presumed. The dienophile can take two different conformations, s-cis
or s-trans, which may bind with the diene to make transition states (TSs) in two possible
structures, exo or endo. That makes four possible combinations, endo–cis, endo–trans,
exo–cis, and exo–trans, for the conformation of the TS. It was suggested in the earlier
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studies that the two conformations concerned with the exo-form have very high activation
barriers [76]. Therefore, the endo–cis and endo–trans combinations were examined [77,78].

The total free energies of the solute molecule in the gas and solvent phases are defined
respectively by

Ftotal,gas = Eelec,gas + ∆µ (16)

Ftotal,solv = Eelec,solv + ∆Fideal + ∆µ (17)

where Eelec,gas and Eelec,solv represent the electronic energy of the solute in the gas phase
and in water, respectively. The electronic structure of the solute in solution changes from
that in the gas phase due to the solute–solvent interaction. The energy change of the
electronic structure associated with solvation, ∆Ere, is defined as

∆Ere = Eelec,solv − Eelec,gas. (18)

The activation free energy in the gas phase is defined as

∆F‡
gas = Ftotal,gas(TS)− Ftotal,gas(reactants), (19)

where Ftotal,gas(TS) is the electronic energy at the TS in the gas phase. The activation free
energies in AW and SCW are defined as

∆F‡
AW = Ftotal,AW(TS)− Ftotal,AW(reactants), (20)

and
∆F‡

SCW = Ftotal,SCW(TS)− Ftotal,SCW(reactants), (21)

where Ftotal,AW(TS) and Ftotal,SCW(TS) are the free energies of the TSs in AW and SCW, respectively.
The free-energy changes of the product from the reactant in the gas phase, AW,

and SCW are defined respectively by

∆Fgas(product) = Ftotal,gas(product)− Ftotal,gas(reactants), (22)

∆FAW(product) = Ftotal,AW(product)− Ftotal,AW(reactants), (23)

and
∆FSCW(product) = Ftotal,SCW(product)− Ftotal,SCW(reactants), (24)

where Ftotal,gas(product), Ftotal,AW(product), and Ftotal,SCW(product) are the free energies
of the product in the gas phase, AW, and SCW, respectively.

Concerning the potential functions for solute molecules, CH, CH2, and CH3 groups
are treated as united atoms, and the potential functions consist of the LJ and Coulomb
interactions. The LJ parameters for the united atoms are taken from the OPLS [79,80].

For TSs, these parameters were fixed at the same values as those of corresponding
sites in the reactants. An SPC-like model was used. The temperature and density of the
surrounding water were 298 K, 1.0 g/cm3 for the ambient condition and 873 K, 0.6 g/cm3

for the supercritical condition, respectively.

6.1. Stabilization of the Transition State in Ambient Water

The free-energy profiles, defined by Equations (19)–(24), along the reaction coordinate
that passes through the endo–trans TS are plotted in Figure 17: gas phase (298 K), AW
(298 K, 1.0 g/cm2), and SCW (873 K, 0.6 g/cm3). All the energy levels are determined by
regarding the respective reactant state at the corresponding temperature as a standard.
The results indicate that both the activation barrier and the free energy of the product
reduce in AW and SCW compared with those in the gas phase at the respective temperature,
although the amount of reduction in SCW is less than that in AW.
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The activation free energies in the gas phase and AW are 52.48 and 45.58 kcal/mol,
respectively: there is a reduction by 6.90 kcal/mol from the gas phase to AW (Table 1).
The change is attributed essentially to the differences in the electronic reorganization energy,
∆E‡

re = Ere(TS)− Ere(reactants), and the solvation free energy, ∆µ‡ = ∆µ‡(TS)−∆µ(reactants),
between the reactant and TS. Changes in the activation free energy from the gas phase to
AW (∆∆F‡ = ∆F‡

AW − ∆F‡
gas) and to SCW (∆∆F‡ = ∆F‡

SCW − ∆F‡
gas) are listed in Table 1.

Table 1. The change in the activation free energy from the gas phase to AW and to SCW. This table is
reprinted with permission from JACS, 2000, 122, 2289. Copyright 2000 American Chemical Society.

∆∆F‡

(kcal/mol)
∆µ‡

(kcal/mol)
∆∆E‡

re
(kcal/mol)

AW
trans −7.54 −9.02 1.48

cis −6.90 −10.98 4.09
SCW

trans −3.40 −3.82 0.42
cis −2.71 −3.43 0.72

The stabilization of the TS originates from the decrease in the solvation free energy
associated with the reaction process from the reactant to TS, which includes geometrical
change giving rise to the desolvation of water molecules at contact. The detailed analysis
of the solvation free energy, ∆µ‡, at the TS in AW indicated that the hydrophobic and
electrostatic effects contributed almost equally to the reduction of the activation free energy.
On the other hand, it was found, in the case of SCW, that the hydrophobic effect contributes
mainly to the reduction of the activation barrier.

Comparing ∆∆F‡ between the trans and cis activation states, the trans state shows
slightly greater stabilization both in AW and SCW. This indicates that the reaction goes
over both activation barriers, but with the trans state slightly more probable.

The activation barrier in SCW is quite high, ≈80 kcal/mol, compared with that in AW,
≈45 kcal/mol. This may cause some concern about the use of SCW as a solvent. However,
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that is just apparent because the temperature of SCW is almost three times higher, 873 K,
than that of AW, 298 K.

6.2. Physical Origin of the High Yield in Supercritical Water

The yield of a reaction is a very important concern for any industrial application of
the reaction. It is determined by two factors: the equilibrium constant of the reaction and
the solubility of the reactants in the solvent. The solubility is an important factor because
undissolved molecules cannot participate in the reaction. Here, we define an effective
yield constant (Keff) by a product of the Henry’s law constant of the reactants (KH) and the
equilibrium constant of the reaction (K) as

Keff = KH·K. (25)

The Henry’s law constant is obtained from the solvation free energy of the solute
molecule dissolved in the solvent from the gas phase.

KH = exp
(
−∆µ

RT

)
(26)

The equilibrium constant K is related to the free-energy difference between the reactant
and the product (∆F∅ = Ftotal(product)− Ftotal(reactant)) in the solvent,

K = exp
(
−∆F∅

RT

)
. (27)

The change of the solvation free energy from the reactant to the product is defined by

∆µ∅ = ∆µ(product)− ∆µ(reactant), (28)

and the electronic reorganization energy upon the reaction is defined as

∆E∅
re = ∆Ere(product)− ∆Ere(reactant). (29)

Changes in the free energies of the reaction from the gas phase to AW and to SCW are
defined respectively by

∆∆F∅ = ∆F∅
AW − ∆F∅

gas = ∆µ∅
AW + ∆E∅

re, (30)

and
∆∆F∅ = ∆F∅

SCW − ∆F∅
gas = ∆µ∅

SCW + ∆E∅
re. (31)

Listed in Table 2 are changes in the reaction free energy from the gas phase to AW
and to SCW. It is seen that the product in AW is stabilized more than the reactant in
terms of the solvation free energy, ∆µ∅, whereas the reorganization energy, ∆E∅

re, makes a
minor contribution. Comparing the numbers for ∆∆F∅ between AW and SCW, one may
conclude that the chemical reaction is more favorable in AW than in SCW for both trans
and cis conformations. It can also be seen that the cis conformation is more stable than
the trans conformation. Therefore, when the reaction goes through the endo–cis TS only,
the equilibrium constant K in AW and in SCW becomes 6.27 × 107 and 0.20, respectively.
Therefore, if the yield is determined solely by the equilibrium constant of the reaction,
the yield in SCW can never be higher than that in AW. That is not the case in the experi-
mental results.

According to Equation (25), there is another factor to consider for determining the
reaction yield, namely the solubility of the reactant molecules in AM and SCW, defined by
Equation (26).

The solvation free energies, ∆µ, of the reactants, CP and MVK, in AW are calculated to
be 19.68 kcal/mol and 11.04 kcal/mol, respectively. On the other hand, those in SCW were
25.48 kcal/mol and 20.05 kcal/mol, respectively. Putting those numbers into Equation
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(25), KH in SCW is estimated to be 2.08 × 1011 times greater than that in AW, taking
corresponding temperatures into account. From those results for the equilibrium constant
and the solubility, one finds based on Equation (25) that the yield in SCW is approximately
667 times higher than in AW. Our calculation shows that the energetics of the reaction in
SCW gives a disadvantage regarding the yield, but the increased solubility of the reactants
in the solvent gives an advantage that is sufficient to overcome the energetic disadvantage.

Table 2. Changes in the free energy of the reaction from the gas phase to AW and to SCW. This table
is reprinted with permission from JACS, 2000, 122, 2289. Copyright 2000 American Chemical Society.

∆∆Fφ

(kcal/mol)
∆µφ

(kcal/mol)
∆∆Eφ

re
(kcal/mol)

AW
trans −3.63 −4.10 0.47

cis −5.06 −5.91 0.85
SCW

trans −0.87 −0.95 0.08
cis −1.02 −1.13 0.11

6.3. Summary

In this section, we have reviewed a theoretical study for a Diels–Alder reaction in the
gas phase, in AW, and in SCW based on the RISM–SCF/MCSCF method, a combined ab
initio electronic structure theory and the statistical mechanics of molecular liquids. We
draw the following conclusions from the study.

The reaction rate in AW is increased largely in comparison with that in the gas phase
through a reduced activation barrier due to the hydrophobic interaction. The reaction in
SCW is accelerated due to increased thermal activation, not by the same cause as in AW.
The reaction yield is increased dramatically in SCW due to enhanced solubility compared
with that in water. Regarding Diels–Alder reactions, the stereochemistry is another impor-
tant issue studied by many authors. It has been observed experimentally that the endo/exo
stereoselectivity of products of the reaction becomes much higher in AW than that in
organic solvents, and the selectivity disappears in SCW. It will be of great interest to see
microscopically why water enhances the stereoselectivity, and why it disappears in SCW.

7. Concluding Remarks

In the present article, we have reviewed the experimental and theoretical studies,
carried out by two groups in Japan, to characterize the thermodynamic properties of
SCW from the viewpoint of density fluctuations. In the experimental studies based on
SAXS, the existence of a line that separates the phase diagram of the SCW between the
liquid-like region and vapor-like region was clarified. The existence of such a line in the
phase diagram was first predicted theoretically by Widom and Fischer and given the name
“Widom line” much later by Stanley. The first experimental characterization of the line
was made by Nishikawa and co-workers, and named the “ridge.” Therefore, it may be
more appropriate to call the line the “Nishikawa–Widom line.” The Nishikawa–Widom
line of water was reproduced theoretically by Matsugami et al. based on the RISM theory
of molecular liquids. The RDF around the liquid-like region shows a wiggle characteristic
of a liquid state as the distance increases, whereas that around the vapor-like region shows
a monotonic decay characteristic of a gas state.

The extreme thermodynamic condition of SCW has a significant effect on the electronic
structure of water molecules and also on the chemical reactions in the fluid. The Diels–
Alder reaction in SCW was investigated theoretically based on the RISM–SCF theory.
The reaction in SCW is accelerated due to increased thermal activation, not due to the
reduction of the activation barrier. The reaction yield is increased dramatically in SCW
compared with that in water due to enhanced solubility. The finding suggests the possibility
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that the biomolecules were synthesized from inorganic compounds in a natural condition
of SCW around a submarine volcano before life was born.

In this review, although the research devoted to SCW is focused, other SC fluids
have also been studied intensively. SC carbon dioxide (SCCO2) is one of these fluids,
and it is widely used in green chemistry to replace the volatile organic solvents [81]. One
of the authors’ groups is working extensively on SCCO2, and revealed a universality of
anomalous properties of SC fluids [15,17,18,82,83].

These studies have revealed the details of the structure and properties of supercritical
fluids, which will broaden the field of application of supercritical fluids in green chemistry.
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