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Abstract

:

To predict the soil texture fractions, 115 profiles were identified based on the Latin hypercube sampling technique, the horizons were sampled, and the clay, sand, and silt contents (in percentages) of soil samples were measured. Then equal-area quadratic spline depth functions were used to derive clay, sand, and silt contents at five standard soil depths (0–5, 5–15, 15–30, 30–60, and 60–100 cm). Auxiliary variables used in this study include the terrain attributes (derived from a digital elevation model), Landsat 8 image data (acquired in 2015), geomorphological map, and spectrometric data (laboratory data). Artificial neural network (ANN), regression tree (RT), and neuro-fuzzy (ANFIS) models were used to make a correlation between soil data (clay, sand, and silt) and auxiliary variables. The results of this study showed that the ANFIS model was more accurate in the prediction of the three parameters of clay, silt, and sand than ANN and RT. Moreover, the ability of ANFIS model to estimate the soil texture fractions in the surface layers was higher than the lower layers. The mean coefficient of determination (R2) values calculated by 10-fold cross validation suggested the higher prediction performance in the upper depth intervals and higher prediction error in the lower depth intervals (e.g., R2 = 0.91, concordance correlation coefficient (CCC) = 0.90, RMSE = 4.00 g kg−1 for sand of 0–5 cm depth, and R2 = 0.68, CCC = 0.60, RMSE = 8.03 g kg−1 for 60–100 cm depth). The results also showed that the most important auxiliary variables are spectrometric data, multi-resolution, valley-bottom flatness index and wetness index. Overall, it is recommended to use ANFIS models for the digital mapping of soil texture fractions in other arid regions of Iran.
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1. Introduction


Soil texture is one of the most important soil properties, because it affects the amount of accessible water and nutrients, permeability, drainage, ventilation, organic carbon content, buffer capacity, porosity, and many mechanical properties of soil [1]. Soil texture is also important in the comprehensive soil classification system used to identify the grades, and to classify soils at the family level, including Argillic, Nitric, and Kandic horizons [2,3]. Soil texture data, that is the distribution of the particle size fractions, are also among the necessary input data for most hydrological, ecological, climate and environmental models [4]. In addition, soil texture is used in some pedotransfer functions to estimate properties such as bulk density, water conductivity, and soil water holding capacity [5]. Soil texture is also important in determining the suitability of soil for some of the special uses, such as landfill and water management [6,7].



Despite the importance of soil texture, and while there is an increasing amount of literature on the use of digital soil mapping (DSM) methods to map soil texture on the field [8] and district scales [9], there is a paucity of data available for environmental modeling at the landscape scale. Specifically, in most of the existing soil maps, there is little soil texture data spatially across the landscape and associated with mapped classes [10]. Of equal concern is the lack of data which captures the gradual change of soil texture with depth [11]. In terms of the latter, soil texture data is needed, because clear or abrupt changes affect soil permeability and drainage, and consequently, ecosystem function. Recently, much research has been conducted in this area with the use of continuous depth functions to predict soil textures [12]. One of the first to use such functions was Jenny [13], who used freehand curve methods. More recently, advanced techniques have been used; including, exponential decay functions [14], polynomials [15], or equal-area splines [16]. One of the most popularly applied are splines which have been used to model continuous changes of soil properties with depth [11,17,18,19,20,21,22].



The use of the digital soil mapping (DSM) approach, which has become de rigueur in recent years [23], can be applied to prepare these continuous depth functions. This is because the basis of DSM, the scorpan (soil, climate, organisms, parent materials, age and spatial position) model [24], is based on the modelling set of soil properties or soil classes (such as soil texture class) with more readily available auxiliary variables derived from other sources, such as conventional soil/geology maps, digital elevation models, remote or proximal sensing measurements, and expert knowledge. Those are considered, and then, using appropriate prediction models, soil properties or classes can be predicted [24].



To predict soil texture, various prediction models have been considered. These include data mining techniques, such as artificial neural networks (ANN), regression trees (RT) and neuro-fuzzy (ANFIS) systems. For example, Zhao et al. [25] used an ANN model to generate a soil texture map. Jafari et al. [26] also predicted soil texture classes by a boosted RT in an arid region and by considering multi-resolution valley flatness and moisture indices in their DSM as important auxiliary variables for their model. They also concluded that a geomorphological map is a very important auxiliary variable, which may be due to the recent formation of geomorphological levels, which have good correlations with soil genesis processes in arid regions. Additionally, Taghizadeh-Mehrjardi et al. [6] prepared a three-dimensional soil salinity map using an RT model in the Ardakan region. The use of ANFIS is another suitable method for predicting soil properties. The ANFIS model, which combines a neural network with fuzzy logic, determines the parameters of the fuzzy system using the neural network training algorithm. This model implements a fuzzy system in a neural structure and uses a combination of training methods, including gradient descent and the least square error [27,28,29].



The objectives of the present study are (i) to predict soil texture fractions, from the various particle size fractions data (i.e., clay, silt, and sand) using data mining models, including a regression tree, an artificial neural network and a neuro-fuzzy system, and (ii) to study the impact of auxiliary data, such as terrain parameters, satellite images, geomorphological maps, and spectrometric data for predicting the spatial distribution of clay, sand, and silt contents.




2. Materials and Methods


2.1. Description of the Study Region


The study area is located in southeastern Iran, approximately 70 km from Kerman, between latitudes of 30°40′ and 31°00′ N, and longitudes of 56°10′ to 56°50′ E. The region covers an area of about 100,000 hectares and includes the city of Zarand (Figure 1). The city extends in two directions, toward the north-west and south-east, and along the plain of Zarand. The main landforms of this area are old and new fans, a clay flat, and sand dunes. Average annual rainfall, temperature, and evapotranspiration are 61 mm, 17 °C, and 1750 mm, respectively [30].



Land use in the study area includes pasture and agriculture, so that most of the agricultural areas are cultivated under pistachio cultivation and are located in the center of the area on Playa and most of the pastures are located on the alluvial fan sediments.




2.2. Soil Sampling and Laboratory Analysis


Figure 1 shows the sample locations in the study area. In regard to the area, 115 profiles were selected based on the latin hypercube sampling technique. During soil sampling, samples were collected separately from each pedological horizon in each profile and taken to the laboratory for analysis.



Samples were air-dried at room temperature before passing the samples through a 2-mm sieve, and the fine-earth fraction was analyzed for the soil texture fractions (clay, silt, and sand) in the laboratory using the hydrometer method. Some other soil physical and chemical properties were measured, including organic carbon (OC), pH, the electrical conductivity of a saturated soil paste extract (ECe dS/m), cation exchange capacity (CEC Cmol(+)/Kg), and lime and gypsum percentages [31].




2.3. Modeling Soil Texture Depth Function in Soil Profiles


In this study, spline depth equations were fitted to the soil texture fractions’ data measured at different depths. Then, the percentages of clay, silt, and sand were predicted at the standard depths required by the Global Soil Map project, which includes depths of; 0–5, 5–15, 15–30, 30–60 and 60–100 cm [12,18].




2.4. Auxiliary Variables


Based on the scorpan model in DSM, auxiliary variables are needed to value add to the soil texture fractions. In the present study, four gridded layers were used as auxiliary variables (Table 1).




	
The SRTM (Shuttle Radar Topography Mission) digital elevation model (DEM—90 m resolution) was used to extract terrain attributes (Table 1) in the SAGA (System for Automated Geoscientific Analyses) geographical system [29]. The parameters such as Aspect, catchment slope (CS), elevation, LS_Factor (Slope Length and Steepness factor), modified catchment area, multi-resolution ridge-top flatness index (MRRTF), multi-resolution, valley-bottom flatness index (MrVBF), slope, topographic wetness index (TWI), and valley depth, were calculated and extracted in SAGA’s geographical system environment. The extraction of these parameters was described in the method proposed by Hengl et al. [32].



	
Landsat 8 satellite images taken in 2015 were used, including bands B2 (0.450 to 0.515 μm—15 m resolution), B3 (0.525–0.600 μm—15 m resolution), B4 (0.630–0.680 μm—15 m resolution), B5 (0.845–0.885 μm—15 m resolution), B6 (1.560–1.660 μm—15 m resolution), B7 (2.100–2.300 μm—15 m resolution), B8 (0.500–0.680 μm—15 m resolution), B10 (10.6–11.2 μm—100 m resolution) and B11 (11.5–12.5 μm—100 m resolution). To control the quality of the Landsat 8 data used and to ascertain whether systemic and non-systematic errors were resolved or left to the system’s correction, the data were monitored and processed. The following indices were then calculated: normalized difference vegetation index (NDVI), perpendicular vegetation index (PVI), green normalized difference vegetation index (GNDVI), green soil adjusted vegetation index (GSAVI), normalized difference water index (NDWI), and modified, soil-adjusted vegetation index (MSAVI). The images were georeferenced before use, and the remote sensing indices were applied for a better description of the study area in the modelling (Table 1).



	
The soil spectral data obtained by a spectrometer was also used as auxiliary variables. For this purpose, the spectroradiometer was used with a 20-watt halogen bulb as an optical source. The grinding of soil particles has a significant effect on the soil spectrum and generally increases the reflection, and the drying of the sample also has the same effect as grinding, increasing the total reflection. According to this, air-dried soil samples were passed through a 2-mm sieve and their spectral curves were measured in the visible, near infrared, and middle infrared (350–2500 nm) in a dark room and used for white panel spectra upon calibration (Table 1).








To reduce error (increasing the signal-to-noise ratio), each specimen was tested four times (for each 90 degree sequential rotation) to remove the effects of a change in the radiation geometry. The radiation geometry is capable of effecting the bi-directional reflection distribution function (BRDF), so it is necessary that the effects of changing the geometry of radiation on the reflected reflections reach the lowest level. The curves obtained were averaged using RS3 software and displayed as a spectral curve. For each sample, 3 replications were recorded with the values of the visible spectrum-infrared spectrum that were measured. Then, the absorption values were improved, because of positive effects of the filtering and processing.



The preprocessing of the spectral data plays an effective role in the improvement of calibration, because spectral measurements are affected by unwanted factors. Therefore, various preprocesses were performed on the spectra. Common smoothing techniques were used to reduce noise in spectral signals, including averaging of the spectra, the displacement of middle and middle filters, and the Savitzky and Golay filter. In order to perform pre-processing of the spectra, spectral data were removed in the ranges of 350–400 and 2450–2500 nm. In addition, the interruption due to changes in the detector in the range of 900 to 1000 nm was also eliminated [40]. Types of preprocessing methods include the first derivative, the second derivative with the middle filter, and the Savitzky and Golay filter [41], multiplying correction and standard normal variables on spectral data using Unschambler 10.3 software.



Partial least square regression (PLSR) was then used to model the individual soil texture fractions: clay, silt, and sand. For this purpose, the data sets were randomly divided into calibration and validation groups. The sample size of the calibration group was 80 (about two thirds of the data) and the validation was 35 (about one-third of the data). Finally, the best fitted model was introduced based on the minimum root mean square predictive error (RMSE). Importantly, by weighting the specified parameters, we determined which spectra had higher weights and a better diagnoses of clay, sand, and silt parameters. In this way, the effective spectra listed in Table 1 were extracted, and with the Kriging model was transformed into raster layers. Overall, six raster layers obtained by a spectrometer were used to estimate the clay, sand, and silt.




	4.

	
A geomorphic map was prepared using aerial photographs with scale of 1:40,000 and through plotting geomorphic surfaces by air photo interpretation (API) based on formation processes, general structure, and morphometries. The geomorphological entities were defined through a nested geomorphological hierarchy. During stereoscopic delineation, we employed our existing knowledge in soil-scape relationships together with geology, topography, and geomorphology. The interpreted air photos of the study area were imported into a GIS environment, and geomorphic surfaces were mapped and inserted into the GIS via on-screen digitization, following ortho-photo geo-referencing. In all, 19 geomorphic surfaces were identified (Figure 2 and Table 2).










2.5. Spatial Prediction


Three different spatial prediction approaches were employed. We describe each briefly and in turn. Decision trees, such as regression and classification trees, are nonparametric algorithms that can predict quantitative or classified variables based on a set of quantitative and qualitative predictor variables. In this method, a set of logical conditions are used as a tree algorithm for the classification or quantitative prediction of a variable. A decision tree is created in two stages. The first stage is the creation and growth of a tree. The second is stopping and pruning.



An ANN approach is typically organized in layers, and these layers consist of a number of connected nodes that have an active function. An ANN (multilayer perceptron) was studied with a sigmoid activation function in the hidden layer, and a linear activation function in the output layer with the number of neurons varied from two to 10 neurons. The best number of neurons were determined by trial and error. Additionally, the Levenberg Marquardt algorithm was used.



An ANFIS was also used to predict soil texture fractions. The structure of fuzzy sets can be interpreted as communication weights and the input and output variables as neurons; the learning algorithm of structures, parameters, or both modifies them. To create this network, several parameters, such as the type of membership function, number of functions, learning method, and number of epoch should be optimized. To do this, all scenarios were achieved by trial and error.




2.6. The Comparison of Digital Soil Maps


Ten-fold cross-validation was applied to evaluate the performance of the three different spatial prediction models; namely, RT, ANN, and ANFIS models. Five different error criteria were used for evaluating the performance of the models in predicting dependent variables (clay, sand, and silt); namely, the coefficient of determination (R2), concordance correlation coefficient (CCC), mean error (ME), root mean square error (RMSE), and normalized root mean square error (nRMSE).



The R2 is a statistical measure of how well the prediction approximates the real data points. The CCC measures the agreement between two variables. The ME represents the prediction biases and should be close to zero for unbiased methods. The RMSE is a measure of prediction accuracy, with a value close to zero for accurate predictions. Normalized root mean square deviation (nRMSD) facilitates the comparison between data sets or models with different scales, and the best predictive model should have a value close to zero. The averages of five index values of the 10-fold validation are presented in this paper.





3. Results and Discussion


3.1. A Summary of the Statistical Data


Table 3 summarizes the basic statistical data of the soil texture fractions of clay, silt and sand at the five standard depths. The clay content in the topsoil (0–5 cm) was small (18.59 g kg−1). On average it was also uniformly small with depth, with a maximum average clay (19.14 g kg−1) in the subsurface (30–60 cm). The coefficient of variation of clay, however, was quite large, being the smallest (43%) in the mid-topsoil (5–15 cm) but largest (53%) for the subsoil (60–100 cm). The sand content was much larger by comparison, and in fact, the largest on average of all particle size fractions. The largest sand contents, were in the topsoil (64.09 g kg−1) and subsoil (65.36 g kg−1). The coefficient of variation was smaller than clay, however (21–28%). The silt content was on average, the smallest of the three soil texture fractions, with the subsoil containing the smallest fraction (16.38 g kg−1). The coefficient of variation was the largest for the subsoil (76%). According to the US Soil Texture Triangle the average soil texture in the area and at most depths would be a sandy loam.



Spatially, the larger percentages of clay and silt were observed and associated with the central parts of the study area, which was geomorphologically located in the playa (Pl111, Pl121, and Pl122). Large amounts of sand were found in the northern and southern parts. There, the landscape is characterised by alluvial fans which lie at the foot slopes of mountains, derived from alluvial deposits of volcanic rocks, quartz, sandstone, dolomite, and shale—alluvial deposits of different limestone rocks). In general, the different soil textures characterised these landscapes, whereby sandy loam textures were observed in the steep slopes; alluvial fan regions and contrarily soil textures with more clay defined the central parts.




3.2. The Soil Spectrum’s Characteristics


Figure 3a shows the spectrum of the visible near-infrared range of ten soil samples. The general shape of all spectra in all soils is almost the same, so that the absorption properties of water and clay were observed in all spectra, although there were differences in the intensities of the reflections. Reflection values were converted to absorption. Figure 3b shows the visible-infrared spectral absorptions of ten soil samples. During spectral measurements, and especially in the desert, these measurements were affected by unwanted factors, such as soil moisture, soil roughness, coarse organic residues, probe pollution due to dust, changes in the sensor and soil distance, and irradiation effects. The pre-processing of spatial data plays an effective role in improving calibration [42]. Using partial least squares regression analysis, the best model was produced when the first derivative of reflection values was fitted. Figure 3c shows the visible near-infrared spectra of ten soil samples after preprocessing (the first derivative + Savitzaki and Glai filters). Then, using the Unscrambler software, the best weighted coefficients (BW) for clay, silt, and sand spectra were determined. For clay content (g kg−1) there were wavelengths of 879 nm and 890 nm; for sand content (g kg−1) they were 852 nm and 879 nm; for silt (%), they were 1456 nm and 1998 nm. The reflection spectrum had the best weights weighted coefficients. Finally, they were mapped using the Kriging and analyzed as auxiliary data in the models.




3.3. Effective Auxiliary Data


Figure 4 shows the results of which auxiliary variables were important to predict the three soil texture fractions. Figure 4a shows the results for clay. The best predictors for clay were two of the spectrometry data; namely, Clay F (0.35) and Clay E (0.34). Those was closely followed by TWI (0.34) and CS (0.32), which were both generated from the DEM. The next best predictors of clay were GSAVI and MSAVI (0.19) acquired from the Landsat 8 remote sensed data, and the NDWI (0.19) and B5 (0.17). Figure 4b shows that for sand, the best predictors were again, two spectrometry datums: Sand F (0.38) and Sand G (0.40). However, TWI (0.40) was equivalent, and MrVBF (0.41) slightly more important. The next best was again GSAVI (0.31), with GNDVI also being important (0.32), and the other Landsat 8 remote sensed data of NDWI (0.32) and B5 (0.32) being important also. Figure 4c show the results for silt. The equal best auxiliary data were Silt G, TWI, and MrVBF (0.34). The next best was B6 (0.33). Then LS_Factor (0.32), the qualitative data of Geomorphology (0.31), and finally, the spectrometry derived Silt M (0.31). The Landsat 8 remotely sensed data of GNDVI (0.29) was also useful.



Of the various auxiliary variables considered, the spectrometry data was one of the most effective for all three soil texture fractions. One of the terrain attributes, moisture index, was used to determine the spatial distribution of groundwater penetration and flow. In fact, it showed the effect of the topography on the location and the amount of moisture accumulation in the soil or groundwater. That parameter was more correlated with dependent variables that those that were related and affected by moisture. In this study, the moisture index (TWI) was considered as a significant predictive variable in the prediction model of the silt fraction. The moisture index indicates areas susceptible to sediment yields. In this respect, the results achieved herein were equivalent to those of Moore et al. [43], who showed the importance of the moisture index when soil mapping in their study region. Jafari et al. [26] also predicted soil classes in a dry area and introduced the moisture index as an important parameter for their model.



It is important to note that the correlation of reflection spectroscopy parameters with the soil texture fractions was very close to the correlation between the parameters of the moisture index and the MrVBF (Figure 4), such that correlation of reflection spectroscopy parameters with the soil texture fractions was between 0.34 to 0.40 of significance.



Since a large amount of soil spatial data can be collected using proximal soil sensing techniques with few human resources and low costs. It is suggested that these parameters and their specific spectra be used in further studies.




3.4. Spatial Prediction


3.4.1. Regression Tree (RT)


Table 4 summarizes the different parameters of model assessment with their corresponding values used to assess RT model predictive performances. The results showed that the RMSE value for the clay, from the topsoil to the subsoil increased by 3.38 g kg−1. For sand, it increased by 6.75 g kg−1, and for silt, the increase was only 1.9 g kg−1. Additionally, the results of R2 for the clay were between 0.68 and 0.51; for the sand they were between 0.70 and 0.51; and for silt, 0.63–0.51. Kheir et al. [44] used an RT model for soil mapping. Moonjun et al. [45] compared the technique of ANN and RT to predict soil units and showed that there is no significant difference between the two techniques for prediction.




3.4.2. Artificial Neural Network (ANN)


The number of neurons in the hidden layer and the number of epochs were obtained in the training process by trial and error. In the present study, the number of neurons from two to 10 was tested. To determine the best combination, the root mean square error and the explanatory factor were used. Table 5 shows the different model assessment parameters with their corresponding values used to assess ANN model predictive performances. The results showed that the numbers nine, eight, and 10 neurons were the best compositionally for predicting clay, sand, and silt. The value of RMSE was increased from the soil surface to the depth for clay, sand, and silt, being 2.77 g kg−1, 4.15 g kg−1, and 3.00 g kg−1, respectively. Additionally, the results of the explanatory factor were 0.89–0.76, 0.91–0.66, and 0.92–0.65, respectively, which is consistent with the results of Amini et al. [46]. These researchers used organic matter and clay content to estimate the amount of CEC in the Isfahan region by ANN and five experimental models. They concluded that ANN has a higher precision in comparison to other models.




3.4.3. Neuro-Fuzzy Technique (ANFIS)


The ANFIS model implements a fuzzy system in a neural structure and uses a combination of back propagation and least square error methods. Table 6 summarizes different model assessment parameters with their corresponding values used to assess ANFIS technique model predictive performances. The results of the prediction showed that the amount of root square error increases from the topsoil to the subsoil for clay (2.68 g kg−1), sand (4.03 g kg−1), and silt (2.53 g kg−1). The results of the explanatory factor were 0.9–0.76, 0.91–0.68, and 0.92–0.71, respectively. Some researchers have also confirmed high efficiency of the ANFIS model in DSM. Kashi et al. [47] estimated CEC and water infiltration in the soil using both ANFIS and ANN, and the results indicated the higher efficiency of the ANFIS model. Besalatpour et al. [48] used the ANN and ANFIS models to predict wet soil stability from several auxiliary variables and their results showed very high potentials for ANN and ANFIS models. Si et al. [49] studied the performance of ANFIS and two ANN types for predicting of water content, and concluded that the ANFIS model is more accurate.





3.5. A Comparison of the Models


In general, the accuracy of predictions for all three soil texture fractions from the topsoil to subsoil decreased. Similar results have been reported by various researchers, which may be related to the nature of the auxiliary variables used and the vertical distance of most sampling points in the deep layers [1,11,14]. Additionally, most of the auxiliary variables used reflect the surface characteristics of the soil and are related most to the topsoil. The trend of changes in the coefficient of determination also indicates that prediction accuracy decreases with increasing depth.



The results of prediction clay, sand, and silt fractions by ANFIS, ANN, and RT presented for five standard depths showed that the best performance was obtained by ANFIS model for all soil particles. After the ANFIS model, the ANN model had the best performance. The RMSE value in the ANFIS model reduced by 3.07, 2.98, and 2.96 units for surface clay, sand, and silt, respectively, indicating the better performance of the ANFIS model.



The results of this study showed that the ANN was more efficient than RT equations. According to Schaap et al. [50], the design of ANN does not require a particular type of equation, and the proper correlation between input and output data can be achieved. Due to the existence of nonlinear relationships among the dependent and predicted variables, the ANN has a better performance than a RT. The results obtained from this study are consistent with what Zhao et al. [24] obtained in China. They generated the digital map of the soil texture by an ANN with total accuracy of 88%. Pachepsky et al. [51] compared the performance of ANN and RT using the statistics of correlation coefficients and root mean square errors. They concluded that the ANN has a better performance based on the data of the soil texture. As we know, all these methods are based on the accuracy of the variables studied and their observations, and relationships between the variables should to be assumed accurately. While in natural systems such as soil, we generally encounter obscurities or unknown relationships between variables. In such a situation, we must use models that can provide more suitable patterns, so that they can adapt to the real world. Thus, the ambiguous nature of soil phenomena or the approximate size of the soil particles measured may be the reasons for the higher efficiency of fuzzy sets in the processing of pedotransfer functions [52]. Mohammadi and Taheri [53] concluded that the fuzzy regression method can be an appropriate alternative when ambiguous relations between variables and errors resulted from ambiguity in the structure of regression equations. In the present study, similar results were obtained, such that ANN was less efficient in estimating soil texture fractions compared to ANFIS. It should be highlighted that the RMSE of the ANFIS model for all three fractions of clay, sand, and silt were less than those of the ANN and RT models. However, the results showed that there was no significant difference between the results of ANN and ANFIS to a 95% significance level [54].



As it was seen in Table 3, the highest amount of clay was observed in the low horizons, mainly in the central part, due to clay climbing from the high horizons through pedogenesis. The maps show only slight differences in the distribution of the texture in the upper horizons of 0 to 5 and 5 to 15 cm, and the layers of 15 to 30 cm. The small difference may show the influence of, firstly, nonagricultural profiles where splines performed differently than in a disturbed soil depth, and secondly, of variable soil scorpan factor interactions, which could be specific to the local environment [18].



Finally, using the auxiliary variables and the ANFIS model, the continuous map of clay, silt and sand and soil texture classes in the whole region was obtained for five standard depths (Figure 5 and Figure 6).





4. Conclusions


To predict the percentages of clay, sand, and silt particles, the results of comparison of neuro-fuzzy, artificial neural network, and tree regression models showed that the neuro-fuzzy model had a higher efficiency when predicting each of the particles of clay, sand, and silt, followed by the artificial neural network, and lastly, the tree regression. The results of ANFIS model, in the surface layers, were obtained for clay (2.00 g kg−1), sand (4.00 g kg−1), and silt (2.68 g kg−1). Additionally, the results of the explanatory factor were 0.90, 0.91, and 0.92, respectively. The results also showed that the most important auxiliary variables are spectrometry, MrVBF, and moisture index. Since a large amount of soil data can be easily collected by using proximal soil sensing techniques with low costs and minimal human resources, it is suggested that the parameters and their spectra are used in further researches.



The results showed that pedometric techniques, especially the neural network and neuro-fuzzy, can carry out the soil mapping process on a large scale with any natural complexities, improve the traditional method, increase the speed and efficiency of the maps during data transfer, and be used for a wide range of scientific disciplines. Therefore, it is recommended to use neural network and neuro-fuzzy models for soil digital mapping and auxiliary data from the images of proximal soil sensing in future studies. The accuracy of the spline-depth equation and ANFIS in estimating the vertical and horizontal distribution of soil texture decreases with increasing depth. In general, it can be concluded that the combination of these two methods, especially in countries such as Iran, should be used to generate continuous spatial and three-dimensional data. But the sources of extraction of accessible and inexpensive auxiliary variables are a good tool to show the horizontal and vertical variations in soil properties.
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Figure 1. Location of study area and selected site. (Green color shows the agricultural areas). 
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Figure 2. Geomorphology map of the study area (Codes refer to Table 2). 
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Figure 3. Representative VNIR/SWIR (The visible and near-infrared/ Short wave infrared) spectra of 10 randomly selected soil samples (a). The absorption spectra of the VNIR/SWIR spectra of 10 randomly selected soil samples (b), and Savitzky–Golay plus the first derivatives of 10 randomly selected soil samples, respectively (c). 
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Figure 4. The relatively important auxiliary variables for predicting clay (a), sand (b), and silt (c) particles. MrVBF: multi-resolution, valley-bottom flatness index; NDWI: normalized difference water index; LS_Factor: slope length and steepness factor; GSAVI: green soil adjusted vegetation index; MSAVI: modified soil-adjusted vegetation index; TWI: topographic wetness index; CS: catchment slope; GNDVI: green normalized difference vegetation index; B5,B6: Landsat OLI spectral bands 5 and 6; Geo: geomorphology and 1456 nm (SILT G), 1998 nm (SILT M), 890 nm (CLAY F), 852 nm (SAND F), 879 nm (SAND G), and 879 nm (CLAY E); (an explanation of each of the auxiliary data is given in Table 1). 
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Figure 5. Predicted maps of clay, sand and silt particles using the ANFIS model for the five standard depths: 0–5 cm, 5–15 cm, 15–30 cm, 30–60 cm, and 60–100 cm. 
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Figure 6. Soil texture prediction map for the five standard depths: 0–5 cm, 5–15 cm, 15–30 cm, 30–60 cm, and 60–100 cm. 
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Table 1. Auxiliary variables used as predictors in modeling.
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	Auxiliary Variables
	Parameters
	Definition
	Reference





	The extracted data is DEM
	Elevation
	Height above sea level in meters
	[33]



	
	Slope gradient (SLOP)
	Local hillslope gradient
	[34]



	
	Aspect (ASP)
	Compass direction of the maximum rate of change
	[35]



	
	Multi-resolution Valley Bottom Flatness

Index (MrVBF)
	Measure of flatness in valley positions
	[33]



	
	Valley depth (VD)
	Depth of valley in meters
	[36]



	
	Topographic wetness index (TWI)
	Commonly used to quantify topographic control on hydrological

processes
	[34]



	
	Catchment slope (CS)
	Average gradient above the flow path
	[34]



	
	Multi-resolution Ridge-top Flatness Index(MRRTF)
	Identifies high flat areas
	[33]



	
	Modified catchment area
	Area of modified areas (calculation of flow accumulation and related parameters)
	[34]



	
	LS_Factor (Slope Length and Steepness factor)
	Multiple flow algorithms and help to accurately estimate current accumulation
	[34]



	Remote sensing data
	Normalized Difference Vegetation Index (NDVI)
	(B4 − B3)/(B4 + B3)
	[37]



	
	Perpendicular Vegetation Index(PVI)
	-SINa(B5) COSa (B4)
	[37]



	
	Green Normalized Difference Vegetation Index(GNDVI)
	(B5 − B3)/(B5 + B3)
	[37]



	
	Green Soil AdjustedVegetation Index

(GSAVI)
	(B5 − B3)/B5 + B3 + 0.5*1.5
	[37]



	
	Normalized difference water index

(NDWI)
	(B3 − B5)/(B3 + B5)
	[37]



	
	Modified Soil-adjusted Vegetation Index

(MSAVI)
	(2*B5 + 1 − sqrt((2*B5 + 1)2 − 8*(B5 − B4)))/2
	[37]



	
	B2
	Landsat OLI spectral band
	



	
	B3
	Landsat OLI spectral band
	



	
	B4
	Landsat OLI spectral band
	



	
	B5
	Landsat OLI spectral band
	



	
	B6
	Landsat OLI spectral band
	



	
	B7
	Landsat OLI spectral band
	



	
	B8
	Landsat OLI spectral band
	



	
	B10
	Landsat OLI spectral band
	



	
	B11
	Landsat OLI spectral band
	



	Field measurements closely measured by FieldSpec® 3 (The names of the spectra were performed in alphabetical order and then the effective spectra were separated.)
	1456 (SILT G)
	1456 Spectrum
	[38]



	
	1998 (SILT M)
	1998 Spectrum
	[38]



	
	890 (CLAY F)
	890 Spectrum
	[38]



	
	852 (SAND F)
	852 Spectrum
	[38]



	
	879 (SAND G)
	879 Spectrum
	[38]



	
	879 (CLAY E)
	879 Spectrum
	[38]



	Geomorphology data
	Geomorphology map
	Geomorphology levels
	[39]
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Table 2. Geomorphology map hierarchy for the study area.
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Landscape

	
Landform

	
Lithology

	
Geomorphic Surface

	
Code






	
Hill

	
Eroded outcrops

	
Conglomerate, sandstone

	
Tree branch drainage system

	
Hi111




	
Mountain

	
Rock outcrop

	
Dolomite and limestone

	
Rock surface

	
Mo111




	
Sandstone, volcanic rock, dolomite and shale

	
Rock surface

	
Mo121




	
Sand dunes

	
Dune

	
Wind deposits

	
The active shaped hills are expanding

	
Sd111




	
Piedmont

	
Shaped fan

	
Alluvial deposits of volcanic rocks, quartz, sandstone, dolomite and shale

	
Active fan, upper part, high slope, drainage network

	
Pi111




	
The lower part is less drained and slopes less

	
Pi112




	
Shale, sandstone, stone silt, quartz

	
Active fan, upper section

	
Pi121




	
Active fan, lower section, low slope

	
Pi122




	
Gypsiferous materials, sandstone

	
Active fan, upper section

	
Pi131




	
Connected fans

	
Alluvial deposits of sandstone, limestone and dolomite

	
Upper part, drainage dense network, very high slope

	
Pi211




	
Lower bottom, drainage drain, slope less

	
Pi212




	
Connected and cut old machines

	
Alluvial deposits of different limestone, volcanic, sandstone and shale rocks

	
Smooth surface with drainage dense network

	
Pi311




	
Surface with high elevation, high slope and deep drainage

	
Pi312




	
Old connected fans

	
Alluvial deposits of different limestone stones, gypsum, volcanic rocks, sandstone, and shale

	
Coarse texture deposits, low slope, increasing drainage distance

	
Pi411




	
New alluvium with parallel drainage

	
Pi412




	
Shaped and cut fan

	
Alluvial deposits of different limestone, volcanic, sandstone and shale rocks

	
Upper part, drainage dense network, very high slope

	
Pi511




	
Playa

	
clay flat

	
Alluvial fine sediments, salty

	
Cultivated clay flat

	
Pl111




	
Clay, salty and wet

	
Clay flat, highly salty and wetness

	
Pll21




	
Fine and coarse alluvial sediments, high salty

	
Salty and wetness, dense stream

	
Pl122
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Table 3. Statistical descriptions of the soil texture fractions at five standard depths.
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Soil Texture Fractions

	
Depth, cm

	
Min

	
Max

	
Average

	
Standard Deviation

	
Coefficient of Variation (%)






	
Clay

	
0–5

	
3

	
42.61

	
18.59

	
8.91

	
48




	
5–15

	
3.52

	
41.35

	
18.63

	
8.14

	
43




	
15–30

	
4.21

	
41.78

	
18.77

	
8.22

	
44




	
30–60

	
4.1

	
53.91

	
19.14

	
9.88

	
52




	
60–100

	
5

	
47.12

	
18.31

	
9.69

	
53




	
Sand

	
0–5

	
16.97

	
94.88

	
64.1

	
15.13

	
24




	
5–15

	
23.14

	
91.23

	
64.09

	
14.04

	
21




	
15–30

	
9.02

	
90.3

	
63.64

	
14.57

	
23




	
30–60

	
5.93

	
86.82

	
63.25

	
17.71

	
28




	
60–100

	
18.34

	
86.69

	
65.36

	
17.39

	
27




	
Silt

	
0–5

	
2.01

	
42.15

	
17.26

	
9.57

	
55




	
5–15

	
3

	
47.41

	
17.12

	
9.46

	
55




	
15–30

	
2.32

	
65.66

	
17.24

	
11.31

	
66




	
30–60

	
3.54

	
70.39

	
17.56

	
12.82

	
73




	
60–100

	
4.26

	
69.24

	
16.38

	
12.53

	
76
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Table 4. The efficiency of a regression tree (RT) model for predicting soil texture fractions at five standard depths.
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Soil Texture Fractions

	
Depth, cm

	
R2

	
CCC

	
RMSE (g kg−1)

	
ME

	
nRMSE






	
Clay

	
0–5

	
0.68

	
0.62

	
5.07

	
0.04

	
0.27




	
5–15

	
0.63

	
0.61

	
6.05

	
0.05

	
0.33




	
15–30

	
0.59

	
0.54

	
6.45

	
0.08

	
0.34




	
30–60

	
0.57

	
0.50

	
8.00

	
0.06

	
0.42




	
60–100

	
0.51

	
0.50

	
8.45

	
−0.19

	
0.46




	
Sand

	
0–5

	
0.70

	
0.65

	
6.98

	
0.09

	
0.11




	
5–15

	
0.68

	
0.61

	
10.96

	
0.18

	
0.17




	
15–30

	
0.61

	
0.57

	
12.86

	
0.32

	
0.20




	
30–60

	
0.59

	
0.56

	
13.67

	
−0.11

	
0.22




	
60–100

	
0.51

	
0.49

	
13.73

	
−0.15

	
0.22




	
Silt

	
0–5

	
0.63

	
0.59

	
4.64

	
0.21

	
0.27




	
5–15

	
0.59

	
0.57

	
4.67

	
0.11

	
0.27




	
15–30

	
0.54

	
0.47

	
5.67

	
−0.12

	
0.33




	
30–60

	
0.51

	
0.48

	
6.40

	
−0.60

	
0.33




	
60–100

	
0.51

	
0.44

	
6.54

	
0.09

	
0.40








R2, coefficient of determination; ME, mean error; RMSE, root mean square error; nRMSE, normalized root mean square deviation; CCC, Concordance correlation coefficient.
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