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Abstract: One of the major responsibilities for forest police is forest fire prevention and forecasting;
therefore, accurate and timely fire detection is of great importance and significance. We compared
several deep learning networks based on the You Only Look Once (YOLO) framework to detect forest
flames with the help of unmanned aerial vehicle (UAV) imagery. We used the open datasets of the
Fire Luminosity Airborne-based Machine Learning Evaluation (FLAME) to train the YOLOv5 and its
sub-versions, together with YOLOv3 and YOLOv4, under equal conditions. The results show that
the YOLOv5n model can achieve a detection speed of 1.4 ms per frame, which is higher than that of
all the other models. Furthermore, the algorithm achieves an average accuracy of 91.4%. Although
this value is slightly lower than that of YOLOv5s, it achieves a trade-off between high accuracy and
real-time. YOLOv5n achieved a good flame detection effect in the different forest scenes we set. It
can detect small target flames on the ground, it can detect fires obscured by trees or disturbed by
the environment (such as smoke), and it can also accurately distinguish targets that are similar to
flames. Our future work will focus on improving the YOLOv5n model so that it can be deployed
directly on UAV for truly real-time and high-precision forest flame detection. Our study provides a
new solution to the early prevention of forest fires at small scales, helping forest police make timely
and correct decisions.
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1. Introduction

Forest fires are a natural disaster; they come on with strong suddenness, cause great
destruction, and are extremely difficult to rescue [1]. As the global climate continues
to get warmer, forest fires have occurred more frequently in recent years, causing great
harm to human safety and the ecological environment. In China, as the major responsible
department of the Forest Fire Early Warning and Monitoring Information Center, forest
police have paid much attention to forest fire prevention, which is subdivided into forest
fire detection, prediction, and forecasting. Forest fires usually spread from the ground to
the trunk, and then to the tree canopy, in different degrees [2]. Therefore, flame detection is
the key to controlling the spread of forest fires. As a specific application of object detection,
flame detection plays an important role in the early detection, prevention, and control of
fire sources [3].

The previous studies on flame detection are based on sensors, which are supposed
to collect the data of the temperature, smoke concentration, and other information for
fire detection. Sensor-based detection systems have a good detection effect indoors, but
have obvious defects when they are applied in open forest areas, such as their high cost
to set up and maintain [4–6]. Infrared [7] and ultraviolet [8] detectors are susceptible to
environmental factors and their detection range is limited. In addition, the sensor-based
flame detection system does not issue alarm orders until the monitored environmental
parameters reach a certain threshold, resulting in a slow response speed [9].

Flame detection based on image recognition has developed gradually in recent years
and has become the mainstream of fire detection research. Researchers have extracted the
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color features of flame images for detection and transformed the images into another color
space [10,11]. A threshold is then set to distinguish whether the pixels are flames or not. In
addition to the flame color, the flame edge [12] and texture [13,14] are also used in flame
detection. To improve the detection accuracy and accelerate the speed, machine learning
algorithms are widely used in flame detection. Negara et al. [15] used the Decision Tree and
Bayesian network to detect forest fires. Jain and Sharma [16] proposed a fire detection and
prediction system based on machine learning models and meteorological conditions. In
addition, there are a number of detection methods using Support Vector Machines [17,18].
Although the above methods have achieved good detection results, all of them rely on the
manual selection of flame characteristics. Moreover, due to the complexity of flame features
and the interference factors that occur in practical applications, flame-like objects, such as
light and sunlight, are difficult to distinguish from flames in forest areas [19].

Recently, deep learning algorithms have been applied in fire detection due to their
superior performance in automatic feature extraction [20,21]. Deep learning algorithms can
extract deep features to obtain higher detection accuracy [22,23]. Unmanned aerial vehicles
(UAV), which are flexible and low-cost to deploy, have emerged as a potential platform
for fire detection. UAVs are more flexible than remote sensing satellites in capturing small
flames [24–27]. Kinaneva et al. [28] showed the results achieved by the Faster Region-based
Convolutional Neural Network (Faster R-CNN) algorithm for detecting smoke and flames
in UAV images. The Faster R-CNN, used by Barmpoutis et al. [29], had the second-to-last
result among all the tested object detection algorithms, with F1 score rates of 72.7%, 70.6%,
and 71.5% for flame, smoke, and fire and smoke, respectively. Other studies introduced
the Single Shot Multibox Detector (SSD) algorithm to identify forest fires. Although
the results were acceptable, the SSD algorithm was considered to be the least efficient
detector [29,30]. Redmon et al. [31], who proposed the You Only Look Once (YOLO)
algorithm, realized that the two tasks of classification and positioning in one evaluation
could be completed by a single neural network. Redmon and Farhadi [32] proposed
YOLOv2 by adopting a new network structure, Darknet19. Alexandrov et al. [33] employed
five different techniques to detect forest fire smoke from UAV-based RGB images, three of
which were based on deep learning techniques, including Faster R-CNN, SSD, and YOLOv2.
Among these detectors, YOLOv2 achieved impressive results, providing the best inference
speed (FPS = 6), precision (100%), recall (98.3%), F1 score (99.14%), and accuracy (98.3%).
Then, Redmon and Farhadi [26] continued to propose the YOLOv3 algorithm, which
adopted multi-scale prediction and a better classification network structure [34] with the
same accuracy as the SSD algorithm; however, the detection speed of YOLOv3 was much
faster than that of SSD, by three times [35]. Li and Zhao [36] made a comparative analysis
of YOLOv3, Region-based Fully Convolutional Networks (R-FCN) [37], Faster-RCNN [38],
and SSD [39]. The results showed that the YOLOv3 algorithm was better than the other
algorithms in terms of its fire detection accuracy and robustness. Bochkovskiy et al. [40]
developed a real-time flame detection system based on the YOLOv4 model, which also
achieved good detection results.

Since 2020, YOLOv5 and its sub-versions have been proposed successively. The series
of models have been proven to be qualified with the advantages of fast convergence, high
precision, and strong customization, even for detecting small objects. Moreover, it also
possesses strong real-time processing power and low hardware computing requirements,
which means that it is also very portable. However, there are few studies comparing the
YOLOv5 models in detecting forest flames, and it is not clear which YOLO is more suitable
for working in complex natural conditions and scenarios. The purposes of this study
are: (1) to use YOLOv5 and its sub-version to detect forest fires from images captured by
UAV; (2) to test and compare the flame detection performance of YOLOv5 under complex
environmental conditions. The remaining part of our paper is organized as follows: the data
used in our study, the pre-treatment method, the basic framework of the YOLOv5 model,
and the evaluation indicators will be described in detail in the Section 2; the Section 3 will
compare the performances of various models, including YOLOv3, YOLOv4, YOLOv5, and



Fire 2023, 6, 279 3 of 17

their variants. In the Section 4, the adaptability and deficiency of the YOLOv5 model in fire
detection will be discussed and we will put forward our future research ideas.

2. Materials and Methods
2.1. Data

The data used in our study were derived from the publicly available datasets of
FLAME in Northern Arizona University [41]. The data were collected by the Flagstaff
(AZ, USA) Fire Department using a Phantom 3 professional drone equipped with a Zen-
museX4S camera (Figure 1). Fire managers conducted the test in a ponderosa pine forest
on Observatory Mesa on 16th January 2020. It was a cloudy day without wind, and the
temperature was 43 ◦F (∼6 ◦C) [41]. As the camera on the UAV did not have an optical
zoom function, the flight altitude determined the resolution of the image and the size,
number, and orientation of the flames. Therefore, by changing the flight altitude of the
UAV, the datasets simulated forest floor fire scenes of small objects and occluded objects
and multiple objects under various complex environmental conditions, with a total of
1853 drone aerial images.
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Figure 1. The drone and the video camera used in the study.

2.2. Data Pre-Processing

To increase the accuracy of the model training and reduce the training time, we
adopted data augmentation methods, including Mosaic and Cutout. Among them, Mosaic
augmentation included random clipping, scaling, flipping, and changing the Hue, Satura-
tion, and Value (HSV). To improve the training speed of the model, we also adopted the
rectangular inference method.

2.2.1. Data Augmentation

Due to the uneven distribution of small objects in the images, the training is not
sufficient. To improve the detection of small objects, we used Mosaic augmentation to make
a single imagery from four training images that have been flipped, scaled, HSV changed,
and cropped randomly (Figure 2).

Cutout is to randomly select a square area of a fixed size and fill it with all zeros. In
order to avoid the influence of the filling zeros on the training, a central normalization
operation was performed on the data (Figure 3).

2.2.2. Rectangular Inference

The YOLO algorithm solved the problem of different input image size ratios by directly
scaling and filling it to a fixed size, which results in redundant information and generates
a lot of meaningless candidate boxes (Figure 4a). To reduce this redundant information,
the rectangular inference stipulated that the input image should be a rectangle, the side
length of which was divisible by the step size (the default is 32), rather than a square. The
rectangular inference minimized padding by scaling the image to a size divisible by the
step size and closest to the size required for input (Figure 4b).
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2.2.3. Datasets Division

The performance of the flame detection model was closely connected with the quality
of the datasets. The experimental data of this study consisted of 1853 images. These images
were divided randomly into training set, validation set, and test set, according to the 8:1:1
proportion [24]. The LabelMe software was used to manually annotate the images and
generate XML files containing flame position coordinates to bring them into the model for
training. See Table 1 for the number of pictures and flame labels. In addition, to further
verify the performance of the flame detection model, we obtained some flame images from
the Internet for testing our model, and these images were independent of the training of
the model.

Table 1. Datasets division.

Datasets Number of Pictures Number of Fire Labels

Training set 1483 3572
Validation set 185 512

Test set 185 381

2.3. YOLOv5 Network Structure

YOLOv5 was nearly 90% smaller than YOLOv4, which is very suitable for deployment
in resource-constrained embedded devices, such as UAVs, to achieve real-time monitoring.
YOLOv5 consisted of three parts: the backbone, the neck, and the detection head (Figure 5).
Some of the major components in YOLOv5 are listed below.
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2.3.1. Focus

The Focus module (Figure 6) was the first layer of the backbone. Its function was
to reduce the amount of calculations and to accelerate the training speed. The Focus
module divided the input image (default size is 3 × 640 × 640) into 4 slices, and each
slice size is 3 × 320 × 320. Then, the four slices were connected in series to output a
12 × 320 × 320 feature map. After passing through the convolution layer, a feature map of
32 × 320 × 320 was generated. Finally, the results were output to the next layer through
the batch normalization (BN) layer and Leaky ReLU layer.
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2.3.2. Conv2d + BN + Leaky ReLU (CBL)

The CBL module (Figure 7) was the second layer of the backbone, which consisted of
a convolution layer, BN layer, and Leaky ReLU layer. The CBL module was an important
component of the whole network, even though it was the smallest module in YOLOv5.
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2.3.3. Cross Stage Partial Networks (CSP1_X)

The CSP1_X module (Figure 8) was used to extract the deep features. In this module,
the feature map was divided into two parts, and these modules were combined by a cross-
stage hierarchical structure to ensure accuracy and to reduce the amount of calculations.
CSP1_X consisted of a CBL, residual component, and so on. The Resunit consisted of
two CBL modules. X represented the number of residual components. The output of
the residual component was the addition of the output of the two CBL modules and the
original input.
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2.3.4. Spatial Pyramid Pooling (SPP)

The SPP module (Figure 9) transformed the feature map into a feature vector to
improve the acceptance domain of the network. SPP convolves the input in the CBL
module, and then passed it through three parallel max pooling layers. Finally, the pooled
feature map was spliced with the convolved feature map, and the output was obtained by
convolving again.
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2.3.5. CSP2_X

The CPS2_X module (Figure 10) was the first layer of the neck. CPS1_X had a sim-
ilar structure to CPS2_X, except that X in CPS1_X represented the number of residual
components. The number of CBLs in CSP2_X should be twice as many as X.
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2.4. Model Training
2.4.1. Training Platform and Settings

The experiment was deployed on a computer with an i9-7920X CPU and a GeForce
RTX 2080Ti GPU. We used the PyTorch deep learning framework for modeling, and adopted
the CUDA, Cudnn, and OpenCV libraries to train and to test the forest fire detection model.

The pre-training weights provided by the YOLO developers during training were
used in the YOLO models (V3, V4, and V5). Among them, YOLOv3 and YOLOv4 trained
2000 Iterations and YOLOv5 trained 20 epochs. To achieve the best training performance,
the YOLO series configuration files could be modified with hyper-parameters. The batch
size of all YOLO models was set to 16 and the pixel size was set to 608 × 608. During the
training, the data augmentation technology in Section 2.2.1 was used. The augmentation
coefficient of image saturation and exposure was 1.5 and the hue setting was randomly
enhanced with a coefficient of 0.05.

2.4.2. Loss Function Design

The difference between the predicted value and the real value was described by the
loss function in the object detection task. The total loss (Ltotal) (Equation (1)) in YOLOv5
included bounding box loss (LGIoU), confidence loss (Lconf), and classification loss (Lcla).
The confidence loss and classification loss were calculated using the method of cross
entropy, as shown in Equations (2) and (3) [35]. Bounding box loss (LGIoU) was calculated
by Equations (4)–(6) [24,31].

Ltotal = LGIoU + Lconf + Lcla (1)

Lconf = λobj ∑S2

i=0 ∑B
j=0 Iobj

ij
[
-ĈilnCi-

(
1 - Ĉi

)
ln(1 - Ci)

]
+ λnobj ∑S2

i=0 ∑B
j=0 Inobj

ij
[
-ĈilnCi -

(
1 − Ĉi

)
ln(1-Ci)

]
(2)

Lcla = ∑S2

i=0 ∑B
j=0 ∑c∈cla Iobj

ij [-p̂i(c) ln(pi(c))− (1-p̂i(c)) ln(1-pi(c))] (3)

where S2 is the number of grids; B is the number of boundary boxes in each grid; Iobj
i,j is 1

when the object exists in the boundary box, and 0 in the other case. The Inobj
ij rule is reversed;

λobj and λnobj are the weight coefficients with or without objects. Ci, Ĉi are the confidence
values for the predicted object and the actual object; C is the object category predicted by
the bounding box; pi(c) is the prediction probability of c when the ith grid detects the
object; p̂i(c) is the actual probability that the ith grid detects an object that belongs to C.

The similarity between the predicted bounding box and ground-truth bounding
box is measured by Intersection over Union (IoU), which is the metric to detect object
accuracy (Figure 11a). IoU is a normalized index, and its value range is [0, 1] (Equation (4)).
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However, when the two bounding boxes do not overlap or overlap in different directions,
the calculation of IoU fails. Therefore, the generalized IoU (GIoU) [31] is used as the
bounding box loss function in our study (Figure 11b). Its calculation forum is shown in
Equation (5).

IoU =
Bpre ∩ Bgt

Bpre ∪ Bgt
(4)

GIoU = IoU-

∣∣∣C− (B pre ∪ Bgt

)∣∣∣
|C| (5)

LGIoU =
S2

∑
i=0

B

∑
j=0

[1 − GIoU] (6)

where Bpre is the predicted bounding box and Bgt is the ground truth bounding box, C
is the smallest rectangular bounding box containing Bpre and Bgt, and the value range of
GIoU is [−1, 1].
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2.4.3. Evaluation Metrics

To evaluate the performance of the flame detection model, the evaluation metrics
adopted in this study included Precision, Recall, F1-score, Floating Point Operations
(Flops), and Mean Average Precision (mAP) (Equations (7)–(10)). Among them, Precision
and Recall were calculated according to the confusion matrix, the Average Precision (AP)
was used to calculate the area under the Precision-Recall (PR) curve, and mAP was used
to calculate the average area under the PR curve of all categories. As we only set up the
fire category in this paper, the AP was the mAP. The F1-score was the harmonic mean of
Precision and Recall. The formula was as follows:

Precision =
TP

TP + FP
(7)
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Recall =
TP

TP + FN
(8)

mAP =
1
C ∑N

k=1 Precision(k)∆Recall(k) (9)

F1-score = 2 × Precision × Recall
Precision + Recall

(10)

where TP (True Positive) is the correct detection of fire, FN (False Negative) is not detected
from the fire image, FP (False Positive) is the number of false detections of non-fire objects.
C is the number of categories; k is the threshold of the IoU. Precision(k) indicates the
Precision when IoU is k. The same applies to Recall(k).

3. Results
3.1. Training Result of YOLOv5 Model

To improve the detection performance of the YOLOv5 model, we used pre-training
model weights for transfer learning. These pre-training weights were trained on training
datasets. The model consisted of five different sub-versions of successively increasing sizes
and complexities: YOLOv5n (nano), YOLOv5s (small), YOLOv5m (medium), YOLOv5l
(large), and YOLOv5x (extra-large). The five models were based on the YOLOv5 architec-
ture, and their differences lie in the feature extraction module and network convolution
kernel. These variants offered different trade-offs between speed and accuracy to accom-
modate different computing power and real-time requirements. We focused on YOLOv5s
and YOLOv5n, which occupied less resources and had lower model complexity.

Figure 12 shows the performance of the fine-tuned YOLOv5n and YOLOv5s models
after the training process. The loss of the two models showed an overall downward trend.
When the IoU was 0.5 after 20 epochs, the Precision and Recall of the model reached
more than 80% stably, which indicated that the two YOLOv5 models possessed quick
convergence and considerable accuracy.

3.2. Comprehensive Comparison of YOLO Models

For comparison, we evaluated the performance of previous versions of YOLOv3 and
YOLOv4 and their tiny models. Figure 13 shows the mapping relationship between the
Precision and Recall of the flame detection in the training process. The larger the area
under the PR curve was, the better the detection effect of the model was. Obviously, the
detection effect of YOLOv3_tiny and YOLOv4_tiny was significantly worse than the other
models. Thus, these two models might not be suitable for forest fire detection under
complex conditions. However, the detection effects of the other models remained almost
the same.

More detailed evaluation metrics of the nine YOLO models are listed in Table 2. From
the F1-score, by integrating the Precision and Recall, the YOLOv5 models were superior
to the YOLOv3 and YOLOv4 models on the whole. As another important metric, Flops
represented the floating point operations and was used to measure the complexity of
the model. The larger the value of this metric, the more the computing resources were
consumed. Giga (G), as the unit of Flops, stood for one billion. By comparing the Flops,
we found that YOLOv5m, YOLOv5l, and YOLOv5x were not our first choices due to their
high computational overhead and complexity.

Although YOLOv5s was slightly superior to YOLOv5n in its mAP, Precision, and
Recall, YOLOv5n was superior to YOLOv5s in its model complexity and computation
speed. YOLOv5n could achieve a detection speed of 1.4ms per frame, which was much
faster than the other YOLOv5 models. The flame detection results in Table 3 show that
YOLOv5n offers a trade-off in detection accuracy, speed, and complexity, so YOLOv5n was
more suitable for deployment on UAVs than the other YOLOs.
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Table 2. Comparison of evaluation metrics of each model.

Model mAP (%) Precision (%) Recall (%) Training Time Flops (G) F1-Score Speed
(ms/frame)

YOLOv3-tiny 89.33 79 90 1 h 18 m 36 s 5.448 0.84
YOLOv3 94.06 84 93 2 h 11 m 24 s 65.304 0.88

YOLOv4-tiny 80.47 86 79 1 h 56 m 24 s 6.787 0.82
YOLOv4 94.54 70 81 6 h 52 m 12 s 127.232 0.76

YOLOv5n 91.4 85.9 88.9 1 h 33 m 47 s 4.2 0.88 1.4
YOLOv5s 94.4 88.5 92.4 1 h 33 m 32 s 15.8 0.90 2.2
YOLOv5m 94.4 90.6 89.6 1 h 35 m 35 s 47.9 0.90 5.1
YOLOv5l 96.3 91 91.9 1 h 32 m 4 s 107.8 0.91 8.5
YOLOv5x 95.7 89.8 92 1 h 38 m 59 s 204 0.91 14.1

Table 3. Flame detection results for the YOLOv5 models.

Model Detection Results

YOLOv5n
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Figure 14 shows the flame detection results of the YOLOv5n model in different sce-
narios. It can be seen from the images that YOLOv5n could simultaneously locate mul-
tiple flames taken by an UAV from high altitude, even if these flames were small objects
(Figure 14a). Moreover, flames obscured by trees could be identified with a certain degree
of confidence (Figure 14b). It also possessed a higher detection rate for the flame image
affected by environmental interference (mainly smoke) (Figure 14c) or the flame image
captured at low altitude (Figure 14d).
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We further validated the performance and applicability of the YOLOv5n detector by
using flame images obtained from the Internet, which were independent of the FLAME
datasets on which the model was trained. The results in Figure 15 show that our model
could identify flames that were significantly different from the training set (Figure 15a–c).
Moreover, our model was reliable and it did not misjudge flame-like targets (Figure 15d,e).
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4. Discussion and Conclusions

Satellite remote sensing is good at detecting large-scale forest fires [42–46]. But at a
small scale, UAVs equipped with ordinary optical cameras may be able to monitor forest
fires in real-time [47,48]. In this study, YOLOv5 achieved the fast and accurate detection
of flame objects in the UAV imagery, aiming to provide a feasible solution for the early
prevention of forest fires.

YOLOv5 is the classic version of the YOLO architecture, which possess improved
detection accuracy and inference speed compared to the earlier versions of YOLO [49]. In
previous studies, machine learning algorithms could only extract shallow features for fire
detection [50,51], while YOLOv5 can realize the depth extraction of features [52]. Moreover,
YOLOv5 is more suitable for deployment in resource-constrained embedded devices [53,54].
Therefore, this study evaluated the application of YOLOv5 in fire detection based on UAV
imagery. The results showed that the detection effect of YOLOv5 was better than that of
YOLOv3 and YOLOv4. Some previous studies had taken the same view [55,56].

In the YOLOv5 network, we compared the performance of the YOLOv5s and YOLOv5n
models with low computing resource requirements. The results showed that the mAP of
the YOLOv5s and YOLOv5n models was 94.4% and 91.4%, respectively, and the detection
speed was 2.2 ms and 1.4 ms per frame, respectively. It had been reported that YOLOv5s
showed an excellent performance in forest fire detection [2]. However, by balancing the
limited computing resources of UAVs against the need for real-time, fast, and accurate fire
detection, we concluded that YOLOv5n was the best among the other models.

In contrast to other fixed objects, flames are a special object; they are diverse in size,
shape, texture, and color [2]. In addition, forest fires are also affected by environmental
interference or occlusion by trees. Therefore, forest fire detection has more restrictions and
higher requirements of detection algorithms and training data than other types of object
detection. The drone images we used came from the FLAME datasets, which are publicly
available in Northern Arizona University. The datasets contained forest fire images of
multiple objects, small objects, and sheltered objects in various complex situations, which
was conducive to the adaptation of the detection model to different detection scenarios [57].
We will further enrich the datasets so that the detection network remains sensitive to
different types of flame [58,59]. The forest fire images of different environments and
disturbances will be brought into the model training to improve the generalization of the
model. We will also try to improve the marking strategy of flames, as the quality of the
training data affects the detection performance.

In the follow-up study, we will improve the accuracy of the YOLOv5n model within
its original size or we will try to compress the model size of YOLOv5s without reducing
its accuracy. Moreover, it is necessary to improve the data augmentation algorithm as the
number of datasets limits the learning and extraction features. Most importantly, as the
data are not analyzed on the UAV itself, we need to lightweight the detection network and
deploy it on UAVs to achieve the real-time and high-precision detection of small flames in
complex forest conditions.

Deploying a UAV solution could incur additional costs due to the necessity of per-
forming flights in the forest for monitoring the conditions, especially in remote natural
forests. In addition, the limited UAV memory is still a shortcoming [25–27]. But we believe
that our study will provide a good attempt for the early prevention of forest fires.
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