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Abstract: The impact of communication through social media is currently considered a significant
social issue. This issue can lead to inappropriate behavior using social media, which is referred
to as cyberbullying. Automated systems are capable of efficiently identifying cyberbullying and
performing sentiment analysis on social media platforms. This study focuses on enhancing a system to
detect six types of cyberbullying tweets. Employing multi-classification algorithms on a cyberbullying
dataset, our approach achieved high accuracy, particularly with the TF-IDF (bigram) feature extraction.
Our experiment achieved high performance compared with that stated for previous experiments on
the same dataset. Two ensemble machine learning methods, employing the N-gram with TF-IDF
feature-extraction technique, demonstrated superior performance in classification. Three popular
multi-classification algorithms: Decision Trees, Random Forest, and XGBoost, were combined into two
varied ensemble methods separately. These ensemble classifiers demonstrated superior performance
compared to traditional machine learning classifier models. The stacking classifier reached 90.71%
accuracy and the voting classifier 90.44%. The results of the experiments showed that the framework
can detect six different types of cyberbullying more efficiently, with an accuracy rate of 0.9071.

Keywords: ensemble models; cyberbullying; multi-classification; multiclass; TF-IDF; N-gram; stack-
ing classifier; voting classifier

1. Introduction

Currently, social platforms are prevalent in most people’s lives, as they allow them
to express and comment on their views. Moreover, most people spend a long time on
these platforms and use them to communicate. Online platforms allow users to share their
comments, blogs, images, and videos publicly for viewing. While there are many benefits
to this communication, it can also have harmful aspects, such as cyberbullying, which has
increased as people spend more time on social platforms. Cyberbullying is a behavior that
results in social attacks, and it is a high source of risk, which is generated through these
social platforms. In addition, with the massive increase in users on online platforms, the
volume of data has also surged. In 2018, Twitter alone had around 330 million active users,
generating 550 million tweets daily. While these tweets offer diverse research opportunities,
they can also contain offensive content, criminal activities, and instances of bullying [1].

According to the authors in [2], one reason for the increase in cyberbullying is that
people spend much time on online platforms, which leads them to hurt each other when
reaching out through these platforms. In addition, the authors emphasized that not all the
content that is posted and viewed is appropriate for all people, so they reply with tweets
that contain hurtful words because of their conflicting viewpoints or even only to simply
engage in the act of bullying. Thus, using machine learning (ML) to detect cyberbullying
on online platforms has become necessary to avoid these unwanted behaviors. However,
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the detection of cyberbullying faces challenges such as the massive amount of data, and
some data need to be detected using binary classification, while others need to be detected
using multi-classification, depending on the number of target classes. Additionally, data
categories are subject to change, implying that each type of data should be paired with a
suitable model to yield effective detection performance. For instance, if the data are cate-
gorized into binary labels, binary models optimized for such data are essential. The same
principle applies to data classified into multiple categories [3]. Moreover, the authors
in [4] mentioned that the complexity of detection increases when dealing with datasets
containing multiple categories, as the classification process tends to be time-consuming.
Also, they stated that most existing experiments on detecting cyberbullying are specific,
such as models classifying tweets as bullying or non-bullying. Types of cyberbullying
have been allocated into many categories, such as age, religion, race, gender, and ethnicity.
Thus, multi-classification techniques are expected to improve the detection of these types
of cyberbullying.

The authors in [5] indicated that cyberbullying has become prevalent, and the detection
of cyberbullying has become complex. This is because there are many tweets that contain
various kinds of cyberbullying depending on the context of these tweets, which may
indicate gender, religion, age, ethnicity, or other types of cyberbullying. Training models to
detect specific types of cyberbullying require a different approach than training models to
categorize tweets as either free of cyberbullying (0) or containing cyberbullying (1) based
on certain words, making it challenging to identify the specific types of cyberbullying.

In addition, some of the challenges that have been discussed when using multiple
classes to analyze text data are related to our work in this paper as we are dealing with
tweets. The representation of text is different depending on the field in which the text
is expressed. This means that, in the preprocessing stage, the feature extraction will be
various, so the bag of words feature may achieve optimal performance when analyzing
text related to customer reviews or other types of text; however, this feature may not be
beneficial when preprocessing cyberbullying text. Thus, when training models to detect
multiclass datasets, they need to test several feature extractions to find suitable features
that work with the concept of text [6].

Another challenge that needs to be mentioned when dealing with multiclass datasets is
finding a need for the correction of tweets that were written. Extracting the context of tweets
or text is complex and requires a high level of training. The authors in [7] suggested using
manual effort to deal with text from experts in this field, which involves understanding
the meaning of the writers and training models to understand upcoming tweets with the
same concept.

Cyberbullying is difficult and complex to detect manually by humans; thus, an automatic
system can help detect text that contains offensive phrases through ML algorithms. Building
systems to detect cyberbullying is not a new experiment or field of study, as many frameworks
and methodologies have been suggested to solve this issue. However, the increase in the
amount of data and cyberbullying that have appeared in recent years has inspired collabo-
ration to improve the performance of models that can detect cyberbullying. As mentioned
earlier, there are multiple types of cyberbullying datasets labeled as multiclass cyberbullying,
which is more challenging to detect compared to datasets labeled as binary.

In this paper, we contribute to the development of ensemble models by employing
three multi-classification models to detect multiclass cyberbullying in a dataset. Firstly,
we tested three multi-classification models—RF, DT, and XGBoost—utilizing the TF-IDF
feature-extraction method, and combined these models into two ensemble techniques.
Secondly, we aimed to explore and investigate the most-suitable ML techniques for dealing
with multiclass cyberbullying datasets compared to traditional ML models. Thirdly, we
employed N-gram feature engineering with TF-IDF, achieving state-of-the-art results,
particularly with bigrams. Fourthly, our proposed model achieved better performance
compared to prior experiments that utilized the same dataset. Based on our investigation,
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this new framework combines multi-classification models to detect multiclass cyberbullying
in a dataset and demonstrates satisfactory performance.

2. Literature Review

Many experiments have contributed to this field using various methodologies and
frameworks. This section will summarize some previous research work closely related
to cyberbullying detection on online platforms. The authors in [8] developed bagging
ensemble models that achieved satisfactory accuracy while classifying binary cyberbullying
datasets. The highest accuracy achieved in their experiment was 96 % by using TF-IDF,
which is one of the feature-extraction techniques that uses words in documents. They
used this feature with unigrams, which deal with each word in the document as one
token. The authors emphasized that their aim in this paper was to develop a voting
model that involves double and single ensemble-based to detect the content of text and
classify it as either ‘offensive’ or ‘non-offensive’. They mentioned in their paper that the
dataset classified in their experiment was collected from the Twitter platform and contains
9093 tweets. They completed many preprocessing steps to make it easy for the models to
classify the architecture of the model, which uses an ensemble model that combines seven
classifiers in different methods, namely a single-level ensemble model that involves all
seven classifiers in one novel model. In addition, the double-level ensemble model involves
four ML algorithms in one novel model, and the other three models are combined in a
second novel model; finally, these two novel models are integrated into one novel model.

Moreover, while discussing prior research work related to detecting cyberbullying, the
authors in [9] experimented with seven ML algorithms to detect cyberbullying tweets in a
Twitter dataset containing 37,373 unique tweets. Based on their experiment, the highest
accuracy achieved was around 90.57 %, which resulted from linear regression. Also, they
applied two feature extractions addressed in their experiment, TF-IDF and Word2Vec, to
enhance the classifier’s performance. The model approaches in their experiment start by
importing the dataset and executing the preprocessing phase, including removing stop
words, punctuation, special characters, and stemming. After the preprocessing steps, they
split the dataset into training and testing sets and applied TF-IDF for the training set and
Word2Vec for the testing set. The last step was running the models to test the prediction
and evolution of the model. The reason for using two different feature extractions was to
examine which feature performed well in their classification. They stated that TF-IDF is
preferable with large data while Word2Vec can excel with small data, as, in general, testing
sets mainly involve small data. They specified a limitation in their study, which is real-time
detection, while they were able to investigate an appropriate feature-extraction method
that performed well in classification.

Many techniques have been experimented with to detect cyberbullying in online
platforms. Ahamed et al. [10] developed an automatic system that detects cyberbullying
tweets using a voting ensemble model that combines three classifier networks, the well-
known RoBERTa, XLNet, and GPT2, to detect multiclass datasets. The authors emphasized
that using an ensemble model was the best choice in their experiment. The ensemble
approaches used in their experiment are called hard voting, which is voting based on
similarity, and soft voting, which is voting based on averaging. They used two different
datasets related to cyberbullying on the Twitter platform and tested their model on these
datasets separately. The first dataset was unbalanced, and the second one was balanced to
evaluate their model. The result achieved on the first dataset by the ensemble model was
85.81 % for detecting six classes related to cyberbullying, and the accuracy of the second
dataset was 87.48 % for detecting three classes.

In another research paper that used the same dataset we used, the authors in [11]
developed a deep analysis approach to detect six types of cyberbullying. They utilized
a variety of five machine learning algorithms using text-based feature extraction. Based
on their experimental results, LightGBM demonstrated the best performance in a range
between 84.49% and 85.5% for the accuracy, precision, recall, and F-1 score. This study
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aligns with our experiment in utilizing machine learning algorithms, as we did, and
including all classes of the dataset, mirroring our approach. The feature extractions are
reasonable for improving the performance of the model. The authors in [12] tried various
types of feature extractions to achieve the best accuracy when testing models that detect
cyberbullying texts in their experiment. The first feature is applying the TF-IDF feature to
make the texts as suitably represented data when feeding the model, which is a practical
feature for converting text into numerical data. The second feature uses the sentiment
analysis method to extract the polarity of the text or sentences, and the last feature is
N-grams, which are sequences of words that will be added as one token depending on the
value of n. TF-IDF’s primary concept is to convert the text to numerical data and determine
the relative importance of individual words within a given passage. Also, they applied the
sentiment analysis technique to determine the polarity of the sentences, which they then
included as a feature alongside TF-IDF’s existing characteristics. To determine whether a
sentence should be labeled as positive or negative, they used a polarity function with the
Textblob library, which is a pre-trained model for extracting the polarity in textual data. In
addition, they used TF-IDF to obtain the features and sentiment polarity. They emphasized
their proposed approach of using N-grams to look at the different ways words can be put
together when evaluating the model. The result achieved in their experiment by Support
Vector Machine (SVM) when using 4-grams was 90.3 % and by using a Neural Network
(NN) when using 3-grams, it was 92.8 %.

Capturing the meaning of text poses a significant challenge in detecting cyberbullying.
The research study [13] addressed various challenges in cyberbullying detection, with
a particular focus on understanding the meaning of context. They presented a compila-
tion of previous works with a focus on improving contextual understanding, including
several models and word representations that have contributed to resolving this issue.
Detecting cyberbullying is a complex task that requires capturing context. According to
this research study, word embedding proved to be an effective tool in conjunction with
deep learning, while TF-IDF demonstrated strong performance when applied in machine
learning scenarios. While the above prior works suggested to develop automatic systems
by ML or deep learning to show the outputs for detecting cyberbullying, our experiment
suggests improvements in the accuracy and uses feature extraction. This study contributes
to the review of previous experiments that need to optimize their accuracy and efficiency
for detecting bullying tweets, whether multiclass or binary class, using feature-extraction
methods that enhance the performance. In addition, this study focused on combining
several supervised ML classifiers for multi-classification using features that help to enhance
the classification. Table 1 shows our experiment compared with the others.

Table 1. Comparison of our proposed approach with other methods using the same dataset.

Citation Year Models Accuracy Precision Recall F1-Score

[10] 2022 Max-voting
ensemble

85.25% 85.02% 85.25% 85.10%

[11] 2022 LightGBM 85.05% 84.00% 85.00% 84.49%

Our proposed
models

2023 Voting
Stacking

90.41%
90.71%

90.69%
90.08%

90.36%
90.60%

90.45%
90.63%

Table 1 illustrates the results of our proposed approach compared to the recent ap-
proaches in [10,11] concerning four evaluation metrics using the same dataset. The table
gives a thorough summary of each model’s performance by summarizing their accuracy,
precision, recall, and F1-Score. We applied k-fold cross-validation to assess the efficiency of
various configurations and ensure the optimal performance of our approach. Specifically,
we set k = 10 for the ensemble models, providing a robust evaluation across multiple
folds [14]. Hence, in comparison to the alternative experiments, our proposed models
outperformed them consistently in the conducted experiments.
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Background Ensemble Models for Detection of Text

Ensemble models have been used in many fields for detection using ML. The authors
in [15] developed an ensemble model to detect cyberbullying in their new dataset with
binary classification as their dataset was categorized using binary labels. In the first step,
they attempted to improve upon SVM. For their second strategy, they relied on DistilBERT, a
more-efficient and -compact rendition of the transformer model BERT. When they combined
the first three models, they obtained two more ensemble models. In comparison with the
other three models, they found that the ensemble models outperformed the base model
on all evaluation metrics except precision. With an ensemble model, they achieved an
accuracy of 89.6%, surpassing the SVM model, which yielded an accuracy of 85.53%. The
DistilBERT model achieved the highest accuracy of 91.17%. In their experiment, various
TF-IDF feature-extraction approaches, including word, character, and N-gram sequencing,
were empirically evaluated and compared using an SVM model. In another example of
ensemble models for analyzing detection, the authors in [16] proposed a stacking model to
detect short message service (SMS) spam. They identified stacking as a method of ensemble
learning used to improve model predictions by aggregating the results of numerous models
and passing them through another ML model. They developed an ensemble model with
bag of words feature extraction to enhance their model’s performance, naming it AstNB—a
new augmentation and stacking approach combined with the transfer learning approach of
Naive Bayes (NB). Their goal in this experiment was to detect SMS spam across multiple
datasets, achieving the highest accuracy of 98.1% for detecting spam SMS domains.

3. Methodology
3.1. Dataset Description

In our experiment, while various datasets contain cyberbullying text, we proposed
using recent cyberbullying instances to identify new textual concepts and the idioms that
most strongly indicate cyberbullying. Additionally, most prior research focused on binary
datasets, which are less complex compared to multiclass datasets for text analysis, as
mentioned earlier. Moreover, given the diverse types of cyberbullying, addressing this
issue has become more challenging. Therefore, our aim was to utilize a recently released
multiclass dataset, publicly available on Kaggle, collected by the authors [17]. The dataset
was generated from the Twitter platform before the name changed to X, which is an
appropriate choice for analyzing a variety of tweets and a universal social media platform
that involves diverse users from different regions with diverse cultures, religions, genders,
and ages. About 48,000 tweets were used to compile the dataset, which was labeled into six
classes based on its fields: age; gender; ethnicity; religion; other, which indicates other types
of cyberbullying; and not_cyberbullying, indicating the absence of cyberbullying. Figure 1
illustrates the distributions of these classes, and Table 2 presents one actual sample of each
type of tweet. For privacy and offensive content concerns, some letters in the samples have
been replaced with asterisks (*). The dataset involves two columns: one for tweets and the
other for labels representing the six types of cyberbullying. Table 2 provides a real sample
of tweets from the dataset.

3.2. Supervised Machine Learning Models

Three commonly used supervised machine learning classifiers for multi-classification
were chosen to assess the classification performance in our experiment. This section will
provide a brief description of each of these classifiers.

3.2.1. Decision Tree

DT is a type of regression tree model. It gradually develops a Decision Tree in tandem
with a subgroup of a dataset into ever-tinier pieces [18]. The result is a tree structure with
both decision nodes and leaf nodes. In addition, DT is the most-popular classifier model,
which can predict and detect problems; it is also considered powerful and easy to use, and
decisions can be made quickly and easily based on the data [19].
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Figure 1. The distribution of the dataset.

Table 2. Sample tweets from the dataset.

Label Tweet

Age these are the girls who bullied me in high school.

Gender I’ll still call them females. And B ****** too.

Religion Yes, unlike the gulf Muslim countries where they still beh *** and
won’t let women drive.

Ethnicity What about Asian Americans? Anti asian racism is on the raise
and you have done nothing. Are we not colored enough for u?.

Other I realized he gets bullied. . . that’s just more of a reason for him to
be my friend.

Not Cyberbullying This has been the longest, most uneventful weekend of my life. I
feel like I just came from a vacation break.

3.2.2. Random Forest

RF combines multiple Decision Trees from diverse datasets to boost classification
accuracy [19]. It operates as an ensemble, wherein individual Decision Trees collaborate
as a group. Employing a bagging approach, the algorithm aggregates learning models to
enhance the overall results. RF is known for its simplicity in construction and formula-
tion [20].

3.2.3. XGBoost

The XGBoost classifier extends the Gradient Boosting Decision Tree (GBDT) model for
enhanced performance. By combining multiple Decision Trees, XGBoost improves accuracy.
This algorithm employs distributed gradient boosting and is designed to be fast, flexible,
and user friendly [21].

3.2.4. Voting Classifier

The VC is a model that learns from an ensemble of other models and, then, makes a
prediction about the output class by selecting the class with the greatest probability [22].
The VC combines the features that help predict the class based on the probabilities extracted
from these features, and the classifier decides to predict the output of the class based on
the highest probability that has been voted on [23]. The VC supports two types: hard
voting, which relies on the highest majority, and soft voting, which considers the average
probability. In this study, we employed hard voting to combine DT, RF, and XGBoost for
classification.
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3.2.5. Stacking Classifier

The SC uses meta-classifier strategies to integrate various classification models. Also,
the SC involves combining the results of many estimators and, then, using a classifier to
make a single prediction. Stacking is choosing the best features of many estimators at once
by feeding their combined output into an individual classification model [23].

3.3. Ensemble Learning

The authors in [24] emphasized that ensemble learning (EL) significantly contributed
to the improved performance of their experiment. They detailed an EL approach that
combines four supervised ML algorithms: Decision Tree, Random Forest, Logistic Re-
gression, and K-Nearest Neighbor, employing two ensemble techniques. Their approach
involves combining these classifiers into a unified ensemble method. Ensemble Learning is
a technique that involves grouping multiple ML algorithms to enhance model evaluation ac-
curacy. In our experiment, we combined three popular supervised ML algorithms tailored
for multiclass target labels. Figure 2 illustrates the workflow of our ensemble approach.

Figure 2. The workflow of our ensemble framework.

3.4. Data Preprocessing

The success of an ML model heavily relies on the quality of the training data, under-
scoring the significance of data preprocessing in the development process. Effective data
cleaning is essential to ensure clarity and prevent accuracy degradation when inputting
data into the model. Leveraging the NLTK library, a widely used tool for data preprocess-
ing, we meticulously cleaned the data. Through the NLTK, we eliminated undesirable
elements such as tags, hashtags, links, duplicates, punctuation, and numbers. Furthermore,
all tweets were uniformly converted to lowercase for consistency. Furthermore, maintaining
an equal number of classes is crucial for achieving satisfactory system performance with
TF-IDF feature extraction, as it is optimized when the classes are of the same quantity [25].
After completing the dataset cleaning process, we partitioned the data into a test set (20%)
and a training set (80%). We experimented with various test set percentages, including
10%, 30%, and 40%, and found that the 20% test set yielded the highest accuracy. The final
preprocessing step involved applying feature extraction, which will be discussed in detail
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in the following section. Figure 3 illustrates the workflow of our classification methodology,
while Figure 4 provides an overview of the preprocessing steps applied to all tweets in
the dataset.

Figure 3. The workflow of the methodology of cyberbullying classification.

Figure 4. The preprocessing steps for tweets of the cyberbullying dataset.

3.5. Feature Extraction

The first phase involves preparing text data for input into ML algorithms. We utilized
TF-IDF [26] to extract features and store the data in a feature list. TF-IDF analyzes the text,
determining the relative importance of words and sentences in tweets, and identifies the
most-frequent words in the document. Additionally, we incorporate the N-gram feature
with TF-IDF, a common method for consistently representing texts and capturing stylistic
aspects of the text concept [27]. The authors in [28] utilized Word TF-IDF, N-gram TF-IDF,
and Char TF-IDF as instances of TF-IDF vectors constructed with different levels of input
tokens. In our experiment, we explored three N-gram types: unigram, bigram, and trigram.
Notably, the highest accuracy was achieved when using bigrams. We opted for TF-IDF due
to its efficiency in handling vocabulary and better management of the word frequency in
text [29]. While there are alternative methods like Word2Vec, developed by Mikolov [30],
this embedding may not be optimal for certain vocabularies in text as it has been exclusively
trained on Wikipedia vocabulary [31,32]. Moreover, several experiments have emphasized
that TF-IDF consistently outperforms other feature-extraction methods. In [33], the authors
noted that TF-IDF achieved the highest accuracy in their approach compared to bag of
words (BoW) feature extraction.

Term Frequency Inverse Document Frequency

TF-IDF is a method of feature engineering used to extract features from text data,
thereby enhancing context. This method is widely popular in the field of text analysis. In
TF-IDF, each term in the document is assigned a numerical representation, determined by a
weight based on both term frequency (TF) and inverse document frequency (IDF) features.
Words with higher weights carry more significance in the document compared to those
with lower weights [34]. To calculate TF-IDF, TF and IDF must be obtained separately. Term
frequency (TF) is often used to determine the weight of a term. Equation (1) shows how TF
is calculated. Equation (1):

TFt,d =
nt,d

∑k nt,d
(1)
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Term Frequency (TFt,d) is determined by spreading out the total number of a specific
term t in a document d (nt,d) by the total number of terms in the document (∑k nt,d). This
equation quantifies the frequency of the term relative to the overall term count in the
document.

The above equation elucidates the process of determining TF, where each term in
the document is assigned a numerical representation. In contrast, IDF calculates the
representation value for terms that are uncommon in the corpus, as referenced in [19]. This
implies that, when rare or uncommon words appear in one or more documents, these
words carry significant and meaningful information. Equation (2) outlines the calculation
of the IDF weight. Equation (2):

IDF(t) = log

(
N
d f t

)
(2)

Inverse Document Frequency (IDF) is calculated to identify the score of the total number of
documents (N) and (d ft), which is represented by the number of documents containing the
term.

In the end, we just multiply the TF by the IDF in the following way to obtain the
TF-IDF weight of the phrase (t) for every term in the corpus, as shown in Equation (3):

TF-IDF = TF × IDF (3)

Now, let us consider the calculation of the TF-IDF value for the term ‘Hate’ using
the formula. Assume that ‘Hate’ appears 4 times in a document containing 21 words. In
this case, we first need to calculate the term frequency (TF) for the word ‘Hate’, which
would be TF = 4

21 = 0.19. IDF measures the significance of terms based on their rarity across
all documents [35]. Thus, If there are 250 documents in total and 150 of them include the
term ‘Hate’, the IDF value for the word ‘Hate’ would be IDF = log

( 250
150
)
= 0.22. Finally,

we need to obtain the TF-IDF value by multiplying the TF by the IDF, so that the TF-IDF
score for the term ‘Hate’ would be represented as TF-IDF = 0.19 × 0.22 = 0.04

3.6. Proposed Framework

We propose two ensemble techniques that involve three multi-classification models to
detect multiclass cyberbullying tweets. In our framework, we explored various feature-
extraction methods to achieve optimal performance, such as the N-gram feature with
TF-IDF. Following feature extraction, the obtained features are input into a classification
algorithm for training and testing before the classifier is utilized in the prediction phase
of the proposed method. Our framework employs an ensemble method to achieve per-
formance results from three multi-classification classifiers combined into two different
types of ensemble techniques: voting and stacking. The multi-classification classifiers
are Decision Tree, Random Forests, and XGBoost, combined into one ensemble classifier.
Figure 5 illustrates the workflow of the methodology of our proposed ensemble approach.

In our proposed approach, we applied hard voting when using an ensemble voting
classifier to classify a multiclass cyberbullying dataset. Hard voting involves using the
majority to classify a class during prediction. With the dataset containing six classes, each
class is classified based on the majority of votes, leading to improved accuracy. Additionally,
when employing the ensemble as stacking, we designated the Random Forest (RF) classifier
as the base for the stacking technique because it achieved the highest accuracy. The stacking
process involves taking predictions made by base classifiers and combining them to create
a new set of features, and we chose RF as the base for this ensemble technique.
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Figure 5. Our proposed ensemble approach.

4. Results

After completing the preprocessing, feature extraction, and data splitting, we built
three multi-classification models separately. These models were executed using TF-IDF
feature extraction at multiple stages, incorporating N-gram analysis. This means we applied
TF-IDF with unigrams across all models, saving the results of this feature. Additionally, we
repeated the process with bigrams and trigrams, comparing the results achieved by various
multi-classification machine learning algorithms (RF, DT, XGBoost) and two ensemble
methods (voting and stacking). The RF model achieved the highest accuracy of 89.0%
using TF-IDF with unigrams as a traditional ML classification. For the ensemble methods,
specifically voting and stacking, the stacking classifier achieved an accuracy of 90.71%,
while voting achieved 90% with unigram words. In addition, stacking outperformed, with
an increase of 1% in the accuracy when using 2- and 3-gram features, surpassing the voting
classifier. We used three metrics to evaluate the techniques: accuracy, F1-Score, and area
under the curve (AUC), as illustrated in Table 3.

Table 3. Summary of comparative analysis of all classifiers based on performance evaluation.

Classifiers Random
Forests

Decision
Trees XGBoost Voting Stacking

TF-IDF
and
N-Gram

Accuracy
0.88 0.88 0.85 0.90 0.90 Unigram
0.88 0.87 0.86 0.90 0.91 2-Gram
0.88 0.87 0.86 0.89 0.90 3-Gram

F1-Score
0.89 0.89 0.86 0.90 0.90 Unigram
0.89 0.89 0.86 0.90 0.90 2-Gram
0.89 0.89 0.86 0.90 0.90 3-Gram

AUC
0.89 0.89 0.86 0.90 0.90 Unigram
0.89 0.88 0.86 0.90 0.90 2-Gram
0.89 0.89 0.86 0.89 0.90 3-Gram

Table 3 summarizes the results obtained from five classifiers: three multi-classification
classifiers and two ensemble classifiers. Upon comparing the performance of multi-
classification classifiers, Random Forest (RF) achieved the highest accuracy across all
evaluation metrics, consistently maintaining the results while employing feature extraction
with three different N-gram words. The Decision Tree (DT) classifier achieved similar



Mach. Learn. Knowl. Extr. 2024, 6 166

performance to RF for most N-gram levels. XGBoost had lower accuracy initially; however,
its performance slightly improved with the use of 2- and 3-grams. In terms of ensemble
comparison, both classifiers demonstrated similar performance when using unigram words.
However, stacking outperformed voting when using 2- and 3-grams. Additionally, employ-
ing bigrams with TF-IDF exhibited favorable performance in our experiment, as the results
remained consistent across most N-gram tests and other evaluation metrics, ranging from
89% to 91% on the F1-Score and AUC when using bigrams. Stacking outperformed by 1%
on the F1-Score, accuracy, and AUC when using unigrams. The voting classifier utilizes a
hard voting technique, where the label agreed upon by the majority of algorithms in the
classifier is used. This technique proved to be most efficient in our experiment. Considering
all factors, our experiment showed that the ensemble models were outperformed, with
multi-classification classifiers also surpassing traditional ML classifiers.

4.1. Evaluation Metrics

It is possible to assess the potential of each model using evaluation metrics to determine
the classifiers’ ability to classify five classes of cyberbullying in the dataset or the class of
not cyberbullying. The efficacy of the models was evaluated by examining their respective
evaluation metrics, including the accuracy, precision, recall, AUC, and the F-score from the
confusion matrix, which were used to rank the models.

The accuracy of a model represents the fraction of its predictions that are correct
out of the total predictions made by the model. The formula below provides an estimate
using the accuracy.

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

where:

TP = True positive.
FP = False positive.
FN = False negative.
TN = True negative.

The precision of a model enables the determination of the proportion of useful infor-
mation among true positive (TP) and false positive (FP) data to identify a specific class.

Precision =
TP

TP + FP
(5)

One definition of recall is the rate at which true positives are correctly predicted.

Recall =
TP

TP + FN
(6)

F1-score is the harmonic mean of the precision and recall. Additionally, the F1-Score serves
as a single measure that combines both the precision and recall.

F1 − score = 2 ∗ Precision ∗ Recall
Precision + Recall

(7)

Another evaluation metric employed in our assessment is the area under the curve
(AUC), which is scale-invariant and measures how well predictions are ranked compared
to their correct values. The authors in [36] utilized this metric to evaluate the performance
outcomes based on their experiment.

Speci f icity =
TN

FP + TN
(8)

4.2. Comparison of Ensemble Models with Simple Traditional Models

Our aim in this paper was to develop a framework for detecting multiple classes of
cyberbullying. This section discusses all the evaluation metrics for our approaches for both
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the ensemble classifiers that combined three multi-classifications models compared with
two simple classifiers. The effectiveness of ensemble learning stems from its capacity to
harness complementary learning processes with diverse strengths. In our experiment, we
developed an automated system to detect cyberbullying tweets, surpassing the capabilities
of traditional systems. Table 4 illustrates a comparison of the evaluations between our
proposed ensemble models and simple traditional models.

Table 4. Summarizes the comparative analysis of all classifiers’ performance.

Models Accuracy Precision Recall F1-Score AUC

Multinomial NB 0.8055 0.8006 0.8058 0.8000 -

Logistic regression 0.8541 0.8604 0.8544 0.8566 -

Voting 0.9041 0.9069 0.9036 0.9045 0.9030

Stacking 0.9071 0.9085 0.9060 0.9063 0.9008

5. Discussion

The dataset utilized in our experiment is both recent and widely employed in various
studies focused on detecting cyberbullying. Its recentness introduces new idioms associ-
ated with cyberbullying. Moreover, certain tweets present challenges in identifying the
type of cyberbullying due to the presence of multiple words. Additionally, the dataset
poses certain complexities, characterized by six target labels termed multiclass, further
complicating the detection process. This section delves into the comparison of our frame-
work with others that have explored the same dataset, demonstrating the enhancement
in our performance. As depicted in Table 1, numerous experiments were conducted on
the same dataset, each employing diverse methods for detection and prediction. This
experiment [10] aimed to make a contribution by developing a system using an ensemble
of transformer models, proposing a new framework in this field. The dataset comprises
six labeled classes, prompting them to train their model in two scenarios: first, within five
classes by excluding one labeled class and, second, within all six classes of the dataset.
According to the experimental results, the model achieved higher accuracy when trained on
five classes compared to six classes, attributed to the reduction in the number of classes and
rows in the dataset. They utilized three deep learning models, namely RoBERTa, XLNet,
and GPT2, combined into one Max-voting ensemble method. Their approach achieved
an evaluation model with 85.25% accuracy, an 85.10% F1-Score, 85.02% precision, 85.25%
recall, and an overall performance falling within the range of 85% for the classification
of all classes in the dataset. We selected this study for comparison due to its similarity
in approaches, involving ensemble techniques and encompassing all labels of the dataset
in the second scenario. Consequently, our approach outperformed it, achieving a 90.71%
accuracy, 90.63% F1-Score, 90.85% precision, and 90.60% recall.

Additionally, the authors in [11] introduced a sophisticated machine learning approach
for deep analysis to detect cyberbullying in the dataset that we employed. In this study, they
assessed the performance of five diverse machine learning models—LightGBM, XGBoost,
Logistic Regression, Random Forest, and AdaBoost—using a textual feature extraction.
They included all six classes of dataset, which consisted of over 47,000 tweets. Their analysis
revealed that LightGBM outperformed the other models, achieving notable accuracy rates
of 85.5%, precision rates of 84%, recall rates of 85%, and an F1-Score of 84.49%. We opted to
contrast our study with this particular research due to its resemblance in its approaches,
which involved utilizing machine learning techniques and incorporating all labels of the
dataset. As a consequence, our methodology demonstrated superior performance, attaining
90.71% accuracy, a 90.63% F1-Score, 90.85% precision, and 90.60% recall. In our experiment,
we implemented an ensemble technique that combined three commonly used classifiers,
proving to be efficient for multiclass classification. In contrast, they employed traditional
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machine learning classifiers. Furthermore, we utilized TF-IDF as the word representation
method, while they opted for textual features

The goal of this study was to develop a model that enhances system performance. We
aimed to compare our model’s approach with recent experiments that utilized the same
dataset. Consequently, we selected all classes in the dataset for training the model, covering
all types of cyberbullying present in these classes. Our experiment outperformed recent
studies, achieving the highest results across all evaluation metrics and classifying entire
datasets. We utilized ensemble learning to combine three classifiers previously employed
for the individual classification and detection of cyberbullying tweets. These classifiers
were integrated into a unified model using two ensemble learning techniques: voting
and stacking. The stacking technique resulted in our model achieving 90.71% accuracy,
while voting achieved 90% accuracy. For feature extraction, TF-IDF was employed with
various N-grams, including unigrams, bigrams, and trigrams, among which unigrams
demonstrated the best performance. TF-IDF offers several advantages, such as the ease of
implementation, the simplicity in calculating document similarity, and robustness against
common words. However, a limitation arose in its ability to capture the nuanced meanings
between words. The authors in [15] achieved the highest accuracy using unigrams, a result
consistent with our experiment. However, in [12], three-grams improved accuracy when
employing the NN and SVM models. Therefore, our experiment suggests that considering
the content of the text is crucial for accuracy improvement when using N-gram features.
Combining multiple words as one token may impact the context of tweets, potentially
confusing the model.

6. Conclusions

Cyberbullying is a complex issue, magnified by the widespread use of social me-
dia. In light of this, the automation of cyberbullying detection methods on social media
platforms has become increasingly crucial. Our experiment contributes to this area by
introducing an automated system designed to identify various types of cyberbullying
on the Twitter platform. It is worth noting that the dataset was collected before Twit-
ter’s name changed to X. The study focused on exploring the effectiveness of ensemble
multi-classification models for detecting diverse cyberbullying tweets. Our findings sug-
gest that both voting and stacking ensemble classifier techniques outperformed recent
experiments that aimed to detect cyberbullying using the same dataset. Moreover, our
multi-classification classifiers demonstrated superior performance compared to traditional
machine learning classifiers, achieving an increase of approximately 5% in accuracy across
most models. We introduced three multi-classification models, namely Decision Trees
(DTs), Random Forest (RF), and XGBoost, for detecting various classes of cyberbullying.
Among these models, Decision Trees exhibited the highest accuracy at 89%, followed
by Random Forest at 88%, and XGBoost at 86%. After testing these models, we applied
ensemble techniques, which were voting and stacking classifiers, to combine these three
models and enhance the performance. The results from both ensemble techniques revealed
nearly identical outputs, with stacking exhibiting a marginal 1% improvement, signifying
enhanced accuracy. Additionally, we conducted various N-gram experiments to optimize
the performance. Among these, bigrams, particularly with TF-IDF feature extraction,
demonstrated the most-promising results. We performed a detailed comparison between
the two ensemble classifiers implemented in our study and juxtaposed our experimental
results with recent studies in the field. This analysis employed well-established evaluation
metrics, as detailed in this paper. In summary, our experiment showcased the superiority
of ensemble models, with multi-classification classifiers outperforming traditional ML
classifiers. Looking ahead, we intend to extend the application of our approach to different
languages, such as Arabic, using multiclass datasets. This expansion will ensure the robust
performance of our approach across diverse content.
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