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Abstract: The perception system is a safety-critical component that directly impacts the overall safety
of autonomous driving systems (ADSs). It is imperative to ensure the robustness of the deep-learning
model used in the perception system. However, studies have shown that these models are highly
vulnerable to the adversarial perturbation of input data. The existing works mainly focused on
studying the impact of these adversarial attacks on classification rather than regression models.
Therefore, this paper first introduces two generalized methods for perturbation-based attacks: (1) We
used naturally occurring noises to create perturbations in the input data. (2) We introduce a modified
square, HopSkipJump, and decision-based/boundary attack to attack the regression models used in
ADSs. Then, we propose a deep-autoencoder-based adversarial attack detector. In addition to offline
evaluation metrics (e.g., F1 score and precision, etc.), we introduce an online evaluation framework to
evaluate the robustness of the model under attack. The framework considers the reconstruction loss
of the deep autoencoder that validates the robustness of the models under attack in an end-to-end
fashion at runtime. Our experimental results showed that the proposed adversarial attack detector
could detect square, HopSkipJump, and decision-based/boundary attacks with a true positive rate
(TPR) of 93%.
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1. Introduction

The advancement in deep neural network (DNN) models used in autonomous driving
systems (ADSs) is rapidly transforming transportation systems. Generally, ADSs are
complex modular systems that divide the driving task into submodules such as perception,
localization, planning, and control. However, in recent studies, many researchers have
explored the potential of end-to-end deep-learning models for ADSs. These models directly
map the raw pixels into steering commands, such as NVIDIA’s ADS model [1]. Recent
studies have shown that end-to-end models are remarkably successful, especially for
imitation learning that learns to imitate human behaviors. The perception system in
modular and monolithic models heavily depends on advanced deep-learning models to
understand the surrounding environments.

Recently, the robustness of DNN models at training and testing time has received
attention from academia and industries. The pioneer researchers in the field of adversarial
attacks mainly studied the impact of adversarial attacks on classification models [2–4],
while the impact of these attacks on regression models remained unexplored. Like any
other DNN model, the models used in the perception system of ADSs are also vulnerable
to adversarial attacks. These adversarial attacks are specially crafted by perturbing the
original input data (i.e., input image). Such a minor perturbation causes incorrect scene
understanding, which may cause a fatal crash in ADSs. Safety is the ultimate goal of
ADSs, and it heavily depends upon the overall robustness of the DNN model used in the
perception module. Thus, correctly understanding the surrounding environment leads to
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correct trajectory planning [5]. This means that the model must be resilient to any minor
perturbation in the input data that could otherwise lead to unsafe trajectory planning.
Consequently, these adversarial attacks raise challenges and concerns regarding the safety
and robustness of DNN models used in safety-critical applications like ADSs.

The primary objective of the adversarial attacks is to take into account the model’s
vulnerabilities and craft adversarial input to fool the DNN model into producing incorrect
results [5–8]. Various adversarial attack strategies have recently been proposed to fool
the DNN model into producing incorrect results in different application domains [9–14].
Among these attack strategies, DeepSearch [15], DeepFool [16], projected gradient descent
(PGD) [17], and the fast gradient sign method (FGSM) [2] are commonly adopted methods
for adversarial attacks. Evaluating the impact of adversarial attacks on classification models
is straightforward. An adversarial attack is considered successful if the model under
attack misclassifies (i.e., it generates an incorrect label) the adversarial input with high
confidence [18]. However, evaluating the impact of adversarial attacks on the regression
model is challenging as we need to quantify the resulting deviation due to the attack in the
final output. For example, a minor deviation in the steering angle caused by a perturbation
attack may be considered to have resulted in an unsuccessful attack because the minor
deviation does not affect the safety of ADSs. Therefore, to consider an attack successful, the
adversarial attack must lead to a higher deviation in the final output.

Commonly used methods to attack vision-based ADSs are perturbation and physical
attacks (i.e., patch attack) [19–22]. In perturbation-based attacks, a minor change in the
pixel values is carried out in the input image, while in the patch attacks, the pixel values
are affected at large. Many researchers have proposed different methods to fool the DNN
models used in ADSs; for example, [23] proposed a method that places physically realizable
adversarial objects on the top of vehicles to make them invisible to object detectors. Placing
the adversarial objects on top of the target vehicle makes it invisible to the LiDAR-based
object detector. Another researcher [24] proposed perturbation- and patch-attack-based
adversarial attacks on the object detection systems of ADSs and successfully fooled the
RCNN and DSGN models. PhysGAN [25] proposed a unique method to generate physical-
world-resilient adversaries to mislead the perception systems of ADS.

On the other hand, various studies have proposed methods to detect and defend
against adversarial attacks. These methods can be broadly categorized as gradient-based
methods [26], in which the gradient information of the DNN model is used to detect
adversarial attacks. Denoising methods [27,28] and reconstruction-based methods [29]
use different reconstruction methods, such as autoencoders. On the other hand, statistical
methods [30] use statistical distances such as the energy distance (ED) and maximum
mean discrepancy (MMD) to detect adversaries, and, lastly, the most popular approach to
detect and defend against adversarial attacks is ensemble-based methods [31], in which
multiple models are trained with various adversarial training techniques to detect and
defend against adversarial examples.

Although adversarial attack techniques and their impact on DNN models have been
widely studied recently, current studies mainly focus on adversarial attacks and their impact
on classification tasks. The impact of these attacks on regression models, particularly in
end-to-end models used on ADSs, remains unexplored. Additionally, existing approaches
are domain-specific, and they lack generalizability. For example, in the case of physical
attacks (i.e., patch attacks), it is difficult to cast the patch on the target object with the correct
location and color. Patch attacks must be crafted in the correct color and location on the
target object; thus, in many cases, these attacks are mostly not successful. In most cases,
physical attacks are more attention-grabbing and noticeable, which is against the basic
principle of adversarial attacks. Other types of attacks, such as white box, gray box, and
model extraction, require extensive domain knowledge and full access to the DNN model;
therefore, these methods are almost impossible to apply to the ADS domain.

In addition to these demerits, existing studies measure the effectiveness of the attack
strategies based on the decline in accuracy (i.e., misclassification in the case of classification
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tasks) or the rate of increased loss of the model under attack. However, a decline in model
performance does not necessarily cause driving hazards in the case of ADSs. Moreover, the
existing approaches for detecting and defending against the adversarial attack only evaluate
the performance of these attacks in an offline fashion using different performance metrics
such as the accuracy, precision, true positive rate (TPR), false positive rate (FPR), and F1
score. However, achieving a higher precision, TPR, FPR, or F1 at the offline evaluation
stage does not guarantee that the adversarial attack detection system will perform well
at runtime. Therefore, a set of metrics would need to evaluate the impact of these attacks
and the performance of the attack detection system in an offline, as well as online, fashion.
Typically, any adversarial attack aims to maximize the loss of the model under attack,
which, ultimately, decreases the accuracy or performance. It is easy to evaluate the impact
of the attack on the classification model by quantifying (i.e., maximizing the loss implies a
lower model performance) the misclassification rate. However, in the case of the regression
model used in end-to-end ADSs, it is hard to evaluate the impact of these attacks.

In order to fill the research gap between the performance of the model under attack and
the robustness of the DNN model in ADSs, this article first proposed perturbation-based
attack strategies on vision-based ADSs. Then, it introduces a novel reconstruction-based
adversarial attack detection method using a deep autoencoder, as shown in Figure 1. Finally,
in addition to offline evaluation metrics, we propose a set of online evaluation metrics to
evaluate the impact of adversarial attacks and the performance of the adversarial attack
detector. Our online evaluation metrics take into account the reconstruction loss of the
deep autoencoder to evaluate the impact of these attacks and the performance of the
attack detector rather than the decline in accuracy or increased loss of the model due to
these attacks. Our study considers end-to-end vision-based ADSs that rely on camera-
based perception for environmental sensing. The end-to-end based ADS we consider in
this paper is the NVIDIA-DAVE-2 model, which directly maps the input image from the
camera sensor into the driving parameters. The adversarial attack detector compares the
reconstruction loss of the deep autoencoder against a threshold to flag whether the input
image is perturbed due to adversarial attacks.
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Figure 1. A framework for detecting adversarial attacks on DNN model in vision-based ADSs.

To acquire comprehensive results from our experimental setup, we adopted two types
of methods to create perturbations. In the first method, we apply four different types of
naturally occurring noises—shots, Gaussian, impulse, and speckle noise—with different attack
intensities that can occur either naturally due to sensor degradation or by perturbing the
input image through adversarial attacks, while, in the second method, we adopted modified
square, HopSkipJump, and decision-based adversarial attacks to create perturbations. In
addition to offline evaluation metrics, we also measure the rate of deviation in the vehicle
trajectory, attack success rate based on reconstruction loss, successful attack detection rate,
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and the normal driving rate at runtime to verify the robustness of the DNN model under
attack. We summarize the contributions of this article as follows:

(1) We propose an autoencoder-based adversarial attack detection method that considers
the reconstruction loss of the autoencoder to flag whether the input image is adversar-
ial or normal. Our attack detector flags an image as adversarial if its reconstruction
loss exceeds the set threshold. A lower reconstruction loss indicates normal images.
In comparison, a higher reconstruction loss indicates adversarial images.

(2) To evaluate the robustness of the DNN model used in ADSs under adversarial attacks,
an end-to-end evaluation framework is proposed, which takes the reconstruction loss
of the deep autoencoder and produces the score for evaluation metrics such as the
attack success rate (ASR), true detection rate (TDR), false detection rate (FDR), and
normal driving rate (NDR). These additional metrics will allow us to evaluate the
robustness of the model under attack at runtime.

(3) Through extensive experimental analyses, we observed the increasing and decreasing
trends in the reconstruction loss of deep autoencoders for normal and adversarial
images and its effect on newly proposed metrics for evaluating the robustness of the
model under attack. Our extensive experiment confirmed that even state-of-the-art
models like NVIDIA-DAVE-2 also lack robustness against perturbation attacks.

(4) Our experimental results, in terms of quantitative and qualitative analysis, also con-
firm that the deep-autoencoder-based adversarial attack detection system effectively
detects adversaries with high accuracy.

The remainder of the paper is organized as follows: We introduce the literature
review on adversarial attacks in Section 2, and Section 3 discusses our attack strategies and
proposed methods for detecting these adversarial attacks, followed by a detailed discussion
of experimental results in Section 4, and we conclude our paper in Section 5.

2. Related Work

In this section, we describe the existing literature from the perspectives of adversarial
attacks on vision-based ADSs, end-to-end ADSs, and methods to detect and defend against
adversarial attacks on ADSs.

2.1. Adversarial Attacks on Autonomous Driving Systems

Among the adversarial attacks, perturbation attacks are the most commonly used
attacks to fool the DNN models in the domain of ADSs [32]. According to the general survey
on adversarial vulnerabilities of ADSs, perturbation and physical attacks are the most
dangerous threats to vision-based ADSs as they directly manipulate the input images [33].
An adversarial attack aims to make a small manipulation in the input images to increase
the errors in the final output of the target models. Commonly used methods are gradient-
and optimization-based approaches to create perturbations in the input images. Based
on these methods, researchers have developed different adversarial attacking techniques.
The authors of [34] used the fast gradient signed method (FGSM) technique to generate
incorrect traffic signs and mislead the DNN-based traffic sign detection system. Li et al. [22]
presented a square attack technique to generate a perturbation in the input image to fool
the DNN model and misclassify the input images. A novel technique to generate the
3D adversarial patterns in LiDAR point cloud perturbation was proposed by the authors
of [20]. The adversarial examples generated by their method successfully deceive the
3D object detector. The study of Li et al. [19] presented a method that perturbed the
trajectories of the target vehicle to generate incorrect trajectories that ultimately cause
driving hazards. In this study, the authors perturbed the trajectory of ADSs instead of
attacking the raw point cloud of the LiDAR sensors. Similarly, He et al. [35] also presented
a method to perturb the LiDAR’s point cloud for adversarial attacks on the LiDAR sensing
module. Cao et al. [36] presented a technique that generates the adversarial point based on
optimization-based adversarial attacking methods. It generates a fabricated point cloud to
deceive the 3D object detection model used in ADSs. Nassi et al. [37] used a projector to
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project misleading traffic signs, which caused the ADSs to recognize the deceptive signs
as real. Similarly, many other researchers focused on different modules to attack, such as
road sign recognition [38,39], image recognition [40,41], object detection [42,43], and traffic
sign recognition [44–46]. Other than the adversarial attacks mentioned above, false data
injection [47] and denial of service attacks [48] are well-known attacks on autonomous
driving systems. Zhao et al. [49] proposed a method to detect false data injection attacks in
connected and automated vehicles through cloud-based sandboxing, while, on the other
hand, Hosseinzadeh et al. [50] worked on detecting active attacks in constrained cyber–
physical systems. This technique is based on analyzing the input and output data. Their
approach focused on preventing actuation attacks in which the attacker controls the data
exchange between the controllers and actuators.

Various researchers have also considered adversarial attacks on end-to-end models
and studied the impact of these attacks through extensive experiments. The authors of [51]
presented a method to attack end-to-end models by replacing roadside billboards with
adversarial fabricated billboards. Their experimental results showed that the adversarially
fabricated billboards could significantly deviate the steering angles from the original
steering angle. The study of the authors in [52] presented a simple, physically realizable
attack by painting a black line on the road. Their study also considered end-to-end models
and extensively explored the vulnerabilities of such models using their proposed attacking
technique. The systematic investigation from their study showed their adversarial attacking
technique successfully deviates the vehicle trajectory toward adversarially created lines.
A physical attack method called PhysGAN was proposed by the authors of [25], which
generates a realistic billboard similar to the original one to fool the model used in ADSs.
The adversarially generated billboard could successfully deviate the vehicle trajectory
from the original route. They targeted the end-to-end ADS model, revealing that the
adversarial billboard causes a significant deviation in steering angle. However, none of
the above-mentioned methods directly studied the impact on the robustness of the target
end-to-end ADS model and the behavior of ADSs under adversarial attacks. Only a few
studies, such as [24], studied the impact of these attacks on the safety of ADSs. However,
their experimental setup focuses more on object detection rather than the direct impact
on vehicle behavior. For example, their studies focused more on the impact of patch and
perturbation attacks on two state-of-the-art object detection models such as RCNN and
DSGN. Instead of studying the impact on other modules, such as traffic sign recognition,
object detection, or roadside sign recognition, we are more focused on studying the impact
of these attacks on the robustness of the target DNN model in an end-to-end setting.

2.2. End-to-End Autonomous Driving Systems

The end-to-end ADS model learns to map the raw input sensor data into the vehicle
control parameters. In contrast to the modular approach, where driving tasks are subdi-
vided into smaller tasks such as perception, scene understanding, planning, and control, the
end-to-end models work in a monolithic approach. End-to-end models are trained through
either imitation learning [53,54] or reinforcement learning [55,56]. The pioneering work
in the field of imitation learning called Autonomous Land Vehicle in a Neural Network
(ALVINN) was proposed by Pomerleau [57]. In this work, the authors used fully-connected
shallow neural networks to perform end-to-end lane following where there was no obstacle.
Later, researchers like Eraqi et al. proposed a vision-based end-to-end model for controlling
the steering angle, considering temporal dependencies using long short-term memory
recurrent neural networks (LSTM) [58]. Recently, more efficient end-to-end models were
developed by engineers from NVIDIA based on convolutional neural networks that directly
map the raw pixels from input images into steering angles [1]. Other researchers [59,60]
also presented a similar idea for controlling the ADS using end-to-end models.
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2.3. Methods for Detecting and Defending against Adversarial Attacks

Generally, the techniques for detecting and defending against adversarial attacks on
DNN models can be categorized as reactive and proactive. In a proactive approach, the
robustness of the target model is improved via adversarial training [61,62], while, on the
other hand, reactive methods aim to detect adversarial attacks by checking the properties
of the input data [63]. Several researchers proposed proactive and reactive approaches
for detecting and defending against adversarial attacks; for example, [2,31] presented
adversarial training methods to defend against adversarial attacks proactively. Another
proactive approach is called defensive distillation presented, by [64,65], in which the new
model is trained by distilling the information of the hidden layers from the previous model.
However, adversarial training and defensive distilling methods increase the training time
and resource consumption, which is the main problem in the domain of ADSs. Other
methods for proactive defense are model ensembling [66], network regularization [67],
and certified robustness [68], while many researchers have also explored reactive defense
techniques. This technique can be categorized as adversarial detection and adversarial
transformation. The adversarial attack detector detects the adversaries or verifies the feature
representation of the input image. It effectively detects poisoning and perturbation attacks
where the detector detects manipulated images. Zheng et al. [69] presented an adversarial
detector by modeling the intrinsic properties of DNNs. Lee et al. [70] also proposed a
framework for detecting adversarial examples that can be used to detect adversaries in any
pre-trained Softmax neural classifier. The authors of [71] presented model-pruning-based
adversarial attack detection methods, while, on the other hand, Chen et al. [72] presented a
method to detect adversarial attacks based on activation clustering methods. In contrast
to adversarial detection, the adversarial transformation methods apply transformation
techniques to mitigate the effect of adversarial attacks and obtain a clean image. For
example, this technique was explored by Jin et al. [73] and proposed a method to eliminate
perturbations by means of generative adversarial neural networks. However, the problem
with adversarial transformation is that it reduces the efficiency of the DNN model under
normal conditions. Therefore, considering the effectiveness of adversarial detectors among
the other techniques in detecting adversarial attacks, our paper also proposes a novel deep
autoencoder-based adversarial attack detector. In contrast to existing methods, where
each method detects only specific types of adversarial attack, our approach can detect any
input-image-related attacks such as perturbation, poisoning, and evasion attacks.

The demerits of the existing adversarial attacking model methods can be summarized
as follows: First, existing adversarial attacking methods are mostly designed for classifica-
tion tasks. Second, they are designed to work in an offline setup. Most attacking methods
require training loss to perturb input images. However, training loss cannot be accessed
during runtime attacks. Adversarial attacks on end-to-end ADSs using existing methods
are time-consuming and resource-demanding. Because most methods are query-based
iterative, they require high computational resources and time. The demerits of the existing
adversarial attack detection and defense methods can be summarized as follows: Most
commonly used adversarial defensive methods, such as adversarial training defensive
distillation, increase training time and resource consumption; therefore, these methods are
hard to implement in the ADS domain. Existing adversarial attack detectors use adversarial
transformation techniques to detect adversarial attacks; however, transformation-based
methods are unsuitable in the ADS domain as transforming input images reduces the
model’s efficiency under normal conditions. In contrast to the existing approach, ours
does not require high resources, computational time, and transformations. It detects any
perturbation-based adversarial attacks.

3. Proposed Method
3.1. Attack Model

The perturbation attack aims to make imperceptible changes in the pixels of input
images so that the model becomes dysfunctional. There are two main approaches to gener-
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ating adversarial perturbation. The first is a gradient-based method based on FGSM [2]
that solves the following equation, Equation (1):

δper = I + ε · sign
(
∇Jθ

(
I, ltrue)) (1)

where ε controls the intensity of the perturbations, ∇Jθ is the cost function, and I is the
original image with its true label ltrue. The second approach is the optimization approach,
in which the perturbations are generated by solving the following optimization problem:

δper = argminI′ · α
∣∣∣∣I − I′

∣∣∣∣
p + l

(
Jθ,b′

(
I′
))

(2)

where argminI′ α||I − I′||p calculates the distance between the original image I and the
adversarial image I′, and l

(
Jθ,b′ (I′)

)
represents the constraints on the loss of the perturbed

image I′. Using this equation, we can generate the adversarial image I′ similar to the
original image I; conversely, the model classifies I′ as b′, where b′ represents the incorrect
label for I′.

However, both methods require prior knowledge of the target model. Additionally, ob-
taining full knowledge of the target model used in autonomous vehicles is very challenging.
Another problem with the baseline approach is that these methods were originally designed
for the model used in classification tasks. Therefore, we consider our own methods to
generate adversarial perturbation that generates perturbation without prior knowledge
of the target model in a black-box setting. We considered four naturally occurring noises
(i.e., shots, Gaussian, impulse, and speckle noise) and well-known black-box adversarial
attacks such as square, HopSkipJump, and decision-based/boundary attacks to perturb
input images due to their stealthy nature. Each perturbation can be obtained by solving the
following equations.

Let us consider the fact that we have a sequence of original input images {I1, I2, I3 . . . , It },
σ represents the noise parameter, and the noise vector ε, a sequence of perturbed images
{In,1, In,2, In, 3 . . . , In, t }, can be generated by using the following equation, Equation (3):

Iadv, t = It + δt + σ · It · εt (3)

where t is the time index and δt represents the noise vector which is optimized to generate
the noise in the image as an adversarial perturbation to maximize the loss of the model
at the tth frame. In order to generate a noise vector δt, we solve the following equation,
Equation (4), with the objective of maximizing the loss of the model for the tth frame:

maximize L( f (It + δt), yt) s.t ||δt||p ≤ ε (4)

where L is the loss function used in the regression model f , and p is a non-negative
real number denoting the norm for the noise vector. The noise parameter σ is added
to the original input image for each type of perturbation (i.e., shots, Gaussian, impulse,
speckle noised, square, HopSkipJump, and decision-based/boundary-attacked image
frames). Each perturbation produces its sequence of adversarial images to deceive the
target model. For example, when we apply speckle noise perturbation, we obtain a se-
quence of adversarial images {Isn,1, Isn,2, Isn, 3 . . . , Isn, t } that contains the sn noise, which
represents speckle noise. Similarly, when we apply Gaussian noise, we obtain an ad-
versarial image sequence

{
Ign,1, Ign,2, Ign, 3 . . . , Ign, t

}
containing Gaussian noise, while

{Istn,1, Istn,2, Istn, 3 . . . , Istn, t } represents the sequence for adversarial images when we ap-
ply shot noise to perturb the original image sequence. Finally,

{
Ipn,1, Ipn,2, Ipn, 3 . . . , Ipn, t

}
represents the adversarial image sequences generated when applying impulse noise. The
same steps are followed for square, HopSkipJump, and decision-based/boundary attacks,
and adversarially perturbed image sequences are generated. Note that the parameter σ
is added to each frame individually, while the noise vector δt is optimized for each frame
independently. The perturbation-based attack is summarized in Algorithm 1. The proposed
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algorithm is broken down into three major steps: In step 1, we set various parameters,
such as attack intensity ε and noise parameter σ, and δt represents the noise vector. We
perturbed the input image in the second step to produce different adversarial image frames
by solving the equation mentioned earlier. In the third step, adversarial image frames were
fed to the target model to analyze its robustness.

Algorithm 1. An Algorithm for the perturbation-based adversarial attack on the input image
I of model y = f (θ, I) at time stamp t to produce adversarial images Iadv,t.

Input: The set of input images {It} where the It is the input image at time step t
Output: Adversarial image Iadv.t and incorrect trajectory y′.

1 Parameters: Attack intensity ε, noise parameter σ, and δt represents the noise vector
2 for each time step t do
3 Perturbation: Iadv,t = It + δt + σ · It · εt
4 Inference : y′ = f

(
θ, Iadv,t

)
5 end for

3.2. Reconstruction-Based Adversarial Attack Detector

Although various researchers have worked on detecting adversarial attacks, these
methods work well for detecting adversaries in classification models. Thus, the applicability
of such methods in the regression model for ADSs is unsuitable. For example, defending
against and detecting adversarial attacks using the transformation method works based
on clipping and rotating input images. However, this can be worked with a classification
model to defend rotated and clipped images. Conversely, rotating the input image (e.g.,
images coming from the front camera) drastically increases the prediction error in the
regression setting. Other methods, such as denoising-based adversarial attack defense
methods, also apply transformation, and are thus unsuitable for detecting adversaries in
the end-to-end model. We present the novel deep-autoencoder-based adversarial attack
detector that effectively detects adversaries in the input images. Using our proposed
adversarial attack detector, we aim to investigate the impact of perturbation attacks on the
robustness of vision-based ADSs.

In order to detect adversarial attacks on vision-based ADSs, we aim to train a deep
autoencoder to be used as an adversarial attack detector. An autoencoder is a special
type of DNN model that is designed to reconstruct the original input image. A simple
autoencoder consists of three components: the encoder, latent presentation, and decoder.
The encoder part of the autoencoder maps the given input image I to its low-dimensional
representation z with a function f (I) = z, and decoder g(z) = I′ reconstructs the input
image from its low-dimensional representation z. I′ represents the reconstructed version of
the input image I. During the reconstruction, autoencoders minimize the reconstruction
loss L(I, g( f (x))). The function L(I, g( f (x))) measures the difference between the input
image and its reconstructed output, and MSE is widely used to measure the reconstruction
loss. Various kinds of auto-encoders have been proposed, such as convolution autoen-
coders, variational autoencoders, long short-term memory (LSTM) autoencoders, and deep
autoencoders. The number of nodes in each autoencoder’s input and output layers must be
the same. An autoencoder is considered a deep autoencoder when multiple hidden layers
are used in its architecture.

The adversarial attack detector was first trained with the image collected in a normal
scenario where perturbations were not applied. Consider that we have a normal training
set, Xreal = {I1, I2, I3 . . . , It }, and its reconstructed sequence of images from the adversarial
attack detector represented by Xrec = {I′1, I′2, I′3 . . . , I′t }. The reconstruction loss is
denoted by e which is defined by Equation (5) as follows:

ei = d
(

Ii, I′i
)

(5)
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where d is the Euclidean distance between the original and reconstructed image. Thus,
we obtain a set of reconstruction losses {e1, e2, e3 . . . .et}. By taking the pixel-wise mean
squared error, we can calculate ei = d

(
Ii, I′i

)
using Equation (6):

MSE =
1

N·H·W·C ∑N,H,W,C
i=1,j=1,k=1,c=1(I[i, j, k, c]− I′(i, j, k, c))2 (6)

where N, H, W, C represent the number of samples, height, width, and color channel,
respectively. This reconstruction loss is then compared with the set threshold θ to flag
whether the input image is perturbed or normal. Ideally, the reconstruction loss will be less
than the set threshold when the input image is normal. On the other hand, when the input
image is adversarially perturbed either due to natural distortion or due to a perturbation
made by the attacker, the reconstruction loss will be higher. Thus, the detector flags such
input streams as adversarial examples. We used a deep autoencoder with nine layers and
a combination of different activation functions. Table 1 describes the details of the deep
autoencoder used in our approach.

Table 1. Structure of deep autoencoder for adversarial attack detection.

Layer No. Layer Type Activation

Layer_1 Input Encoder ReLU
Layer_2 Hidden Encoder ReLU
Layer_3 Hidden Encoder ReLU
Layer_4 Hidden Encoder ReLU
Layer_5 Hidden Encoder/Decoder Sigmoid
Layer_6 Hidden Decoder ReLU
Layer_7 Hidden Decoder ReLU
Layer_8 Hidden Decoder ReLU
Layer_9 Output Decoder Sigmoid

3.3. Modeling of Framework

The proposed framework for detecting adversarial attacks and the data flow for vision-
based ADSs is depicted in Figure 1. In normal cases, the model in vision-based ADSs takes
an input image from the front camera and directly maps this input image into the control
parameters. The adversarial attack detector produces a reconstruction loss lower than
the set threshold for the normal input image, while, on the other hand, when the input
stream is perturbed with noise such as shots, Gaussian, impulse, speckle noise, or square,
HopSkipJump, and decision-based/boundary attack, the adversarial detector produces a
higher reconstruction than the set threshold; thus, this kind of image streams are detected as
adversarially attacked image. The reconstruction loss is then fed to the evaluation module,
which works in an end-to-end fashion that produces scores for various metrics to evaluate
the target model’s robustness. Let us consider that we have a regression model f (θ, I)
where θ represents the model parameter of f under normal conditions for the original input
image I. The benign output of the model under normal conditions can be defined as

y = f (θ, I) (7)

However, our aim is to evaluate the performance of model f (θ, I′) under adversarially
attacked image frames I′ and to detect those image frames. Therefore, we can define the
output of the model f (θ, I′) for the adversarially attacked image I′ as follows:

y′ = f
(
θ, I′

)
(8)

where y′ is the adversarial output for the input image I′. Given the input image I, the aim of
attacking the model f (θ, I) is to add perturbation δper by applying shot, Gaussian, impulse,
speckle noise, square, HopSkipJump, or decision-based/boundary attack so that y′ 6= →y ,



Mach. Learn. Knowl. Extr. 2023, 5 1598

where
→
y is the ground truth driving parameter. When the perturbation δper is added to the

input image I, it must cause a larger deviation between y′ and
→
y . To quantify the attack

intensity, we use the L2 norm, and to ensure that the attack is imperceptible to human eyes,
we bound the attack intensity using the following equation, Equation (9):∣∣∣∣I′ − I

∣∣∣∣
2 = || δper||2 ≤ ε (9)

The adversarial attack detector reconstructs each image frame. Based on the recon-
struction loss and comparing them to the threshold, the attack detector detects whether
or not the input image is adversarial. Furthermore, the end-to-end evaluation framework
takes the reconstruction loss MSE and deviation in the final output as a score for the
proposed evaluation metrics. In this study, our target is to evaluate the robustness of the
NVIDIA-DAVE-2 ADS model. The input shape of the target ADS model is 160× 320× 3,
and the output ranges between [−1, 1]. The minus values indicate the ADS is steering
toward the left, and positive values indicate it is steering toward the right.

The process for detecting adversarial attacks on the vision-based ADS model is sum-
marized in Algorithm 2. The proposed algorithm to detect the adversarial attacks first
takes normal, as well as adversarially perturbed, input images and reconstructs them
by minimizing the reconstruction loss. For each image frame, the reconstruction loss is
calculated at step 3 using Equation (6), which calculates the pixel-wise reconstruction loss
in MSE. In step 4, the algorithm compares the reconstruction loss with the threshold and
determines whether the image frames are adversarial or normal.

Algorithm 2. Deep-autoencoder-based adversarial attack detection system ϕ represents the
encoder and ϕ′ is the decoder of the trained autoencoder. MSE is the mean squared error to
calculate the reconstruction loss.

Input: the input images {It} where It is the input image at time step t, threshold θ, and
adversarial image frames I′i where i = 1, . . . , N

Output: Detected adversarial image Iadv.t, MSE ||I − I′||

1 ϕ, ϕ′ ← Train the deep autoencoder with the normal image I

2 for i = 1 to N do
3 MSEi =

∣∣∣∣Ii − gϕ
(

fϕ′ (Ii)
)∣∣∣∣

4 If MSEi > θ then
5 Ii is an adversarial image.
6 else
7 Ii is a normal image.
8 end if
9 end for

3.4. Evaluation Metrics

To evaluate the robustness of the target model under attack in a quantitative manner
at runtime in an end-to-end fashion, we propose a set of evaluation metrics in addition to
the offline metrics (TPR, FPR, precision, and F1 score). Each proposed evaluation metric is
defined as follows:

(1) Attack Success Rate (ASR): Consider that we have xtrj representing the trajectory
produced for each image frame coming from the front camera. The ASR is defined as
ASR = x′trj − xtrj 6= 0, where x′trj represents the trajectory produced for adversarial
image frames. An attack with the intensity of ε < 0.003 can be considered as successful
if it successfully deviates the model output from its original value. This means that,
if the difference between x′trj − xtrj 6= 0, the attack has successfully deviated the
trajectory either right or left. If the deviation value is negative, the ADS deviates
toward the left from its original trajectory, while if it is positive, the ADS deviates
toward the right.
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(2) True Detection Rate (TDR): We defined the TDR as the rate of successfully detecting
adversarial image frames by the adversarial attack detector. We set the value of TDR
based on the reconstruction loss compared with the set threshold (i.e., 0.035 at runtime).
It is the rate of successful detection of adversarial images It

′ = {I′1, I′2, I′3 . . . , I′t }
among the normal image frames in the dataset kdts. It can be defined as
TDR = It

′/kdts. If the adversarial attack detector successfully detects the adver-
sarial image as an adversarial example, the value of TDR is increased by one. In
contrast, if it does not flag the adversarial image frames, the TDR value decreases
by one.

(3) False Detection Rate (FDR): It is the ratio of incorrect detection of adversarial images by
the adversarial attack detector. The FDR value is determined by the reconstruction
loss, which is calculated using Equation (6), as well as the deviation in the model’s
output. For any I′, if the MSE is lower than the threshold θ, the adversarial attack
detector will incorrectly flag the adversarial image as normal. On the hand, the model
DNN model’s output (i.e., steering angle) will have deviated. Thus, it will create a
driving hazard. Therefore, we can determine the value of FDR under two conditions;
the adversarial attack detector incorrectly detects the adversarial image as normal and
the ∆xtrg = x′trj − xtrj must be greater than 0, where ∆xtrg represents the deviation in
vehicle trajectories.

(4) Normal Driving Rate (NDR): The NDR is defined as the rate of the normal driving
trajectory from its total trajectory xtrj where there is no deviation in steering angle
observed under adversarial attacks. Note that, in this study, the DNN model was
trained for a lane-following purpose. Therefore, the NDR is determined when the
ADSs follow the center of the road without any deviation in the actual steering angle
under adversarial attacks. Therefore, NDR is defined as NDR = x′trj − xtrj ≈ 0 under
adversarial attacks.

4. Experimental Results
4.1. Training the Autonomous Driving Model

We use the Udacity [74] self-driving car simulator in this experiment. We chose the
simulation platform to test the robustness of the target model since it is hazardous for
driving safety to test on real systems [75–77]. The Udacity simulator provides options to
collect driving scenes to train the model for behavioral cloning and testing the trained
model in autonomous driving mode. We collected a 34 K image dataset to train the model
for lane-keeping purposes. The deep-autoencoder-based adversarial attack detector was
validated using an additionally collected dataset of 19 K images with different added noises
(2 K impulse-, 2 K Gaussian-, 3 K shot-, and 3 K speckle-noised adversarially attacked
images). We also collected 3 K square attacks, 3 K HopSkipJump, and 3 K decision-based
adversarially attacked images.

These images were collected to validate the attack detector on offline metrics such
as TPR, FPR, precision, and F1 score. We then trained the NVIDIA-DAVE-2 model and
proposed the deep-autoencoder-based adversarial attack detector with the dataset under
normal conditions. After training the ADS model and the adversarial detector, we applied
the adversarial attacks at run time and evaluated the robustness of the target model.
During this experiment, we trained models for 500 epochs on a system equipped with core
i9 processors and 64 GB memory. The system was also equipped with an Nvidia GeForce
RTX 3090 GPU.

4.2. Online Adversarial Attack Detection

Normally, when adversarial attacks are applied to classification tasks in offline settings,
the perturbation is applied to the image to maximize the training loss. For example, the
Goodfellow et al. [2] approach maximized the training loss and used the gradient of the
training loss to generate the perturbation. However, runtime attacks cannot access training
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loss; consequently, we cannot calculate the loss. Therefore, existing attacking methods
cannot effectively be applied to attack the regression model at runtime.

We can either increase or decrease the model output by attacking the model at runtime.
In the end-to-end ADS context, we can deviate the ADSs towards the left by decreasing the
model output or deviate right by increasing the model output. As mentioned earlier, we
cannot access training loss at runtime. Therefore, we use our own method to add different
types of naturally occurring noise to increase or decrease the output by using the equations
defined earlier:

Iadv, t = It + δt + σ · It · εt (10)

The δt factor can be achieved by optimizing the following equation:

maximize L( f (It + δt), yt) s.t ||δt||p ≤ ε (11)

where L is the loss function for model f , and p is the norm for the noise vector. The noise
parameter σ is added to the original input image as in the expression for each type of
perturbation. Hence, an attacker can force the vehicle to the left side by decreasing the
model output by generating perturbations such as shot, impulse noise, etc. The adversarial
attack detector then reconstructs each frame and compares the reconstruction loss to the
automatically set threshold. Figure 2 shows the sample image frame with adversarial
perturbations using different noises and their respective reconstruction loss in MSE.
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Figure 2. The adversarial attack intensity and level of distortion in image quality. As the ε increases,
the image distortion also increases; thus, the adversarial attack detector flags these images as adver-
sarial images. The MSE is the reconstruction loss of the deep autoencoder, and it is compared with
the threshold θ = 0.035. Sample images show the road scene in the Udacity simulator.

4.3. Evaluation

To evaluate the performance of the adversarial attack detector, we use the TPR, FPR,
F1 score, and precision metrics. We also use the proposed metrics ASR, TDR, FDR, and
NDR to evaluate the model at runtime. The TPR and FPR can be calculated by using
Equations (12) and (13), respectively:

TPR =
TP

TP + FN
(12)

FPR =
FP

TN + FP
(13)

The adversarial attack detector aims to increase the TPR while decreasing the FPR.
To evaluate the effectiveness of the proposed approach in detecting adversarial attacks,
we present our experimental results in graphical, as well as tabular, form. Figure 2 shows
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that, as the attack intensity increases, the reconstruction loss for each frame also increases.
Compared to the reconstruction loss of the normal images, which is 0.29, the reconstruction
loss for adversarial image frames increases more as the attack intensity increases. Thus, the
adversarial attack detector effectively detects by comparing this reconstruction loss against
the set threshold of 0.035. It can be observed in Figure 2 that all the reconstruction loss is
almost higher than the threshold, indicating that the detector successfully detects those
adversarial frames at runtime. A higher reconstruction loss indicates a higher degradation
in image quality. As a result, this makes it hard for the model to understand the road
features and causes it to start deviating from its original trajectory, resulting in no longer
following the lane-keeping requirement. We can clearly observe in Figure 2 that, when
the level of ε is set to 1, the difference between the original and adversarial image is very
low—however, the reconstruction loss was recorded to be around 0.035.

Interestingly, the adversarial attack detector still detects those minor levels of per-
turbation, indicating the proposed approach’s effectiveness. However, as the level of ε
increases, the difference between the original and adversarial image is clearly visible. In
some cases, for example, when the level of ε was set to 5, the image quality drastically
decreased, and the reconstruction loss drastically increased. For example, we can observe
in Figure 2 that the highest reconstruction loss was 0.932 when we applied level 5 speckle
noise perturbation. The lowest reconstruction loss was recorded when we applied level 1
Gaussian and speckle noise, respectively, indicating that the detector is effective even if
we applied a minor level of perturbation. However, at offline evaluation using the TPR,
FPR, F1 score, and precision metrics, we set the threshold at 0.05 because there are very few
adversarial images compared to normal images. Therefore, lowering the threshold below
0.05 makes the detection results almost useless, as both TPR and FPR become zero.

Based on the extensive experimentation, we set the threshold to distinguish between
the adversarial input vs. normal input. While setting the threshold at offline evaluation, we
found that θ = 0.05 achieved better detection with allowable balanced false positive rates.
The threshold below 0.05 causes both TPR and FPR to be zero, causing the adversarial
detector performance to be useless. A threshold greater than 0.05 also decreases the TPR
compared to FPR. Hence, we set 0.05 as the threshold for offline evaluation and 0.035 for
online evaluation.

We present our quantitative results in Table 2 using the TPR, FPR, F1 score, and
precision metrics. Our proposed detector effectively achieved a higher TPR and lower FPR,
as well as a good F1 score and precision in detecting adversarial attacks. Table 2 shows
that the highest TPR, which is 93%, was achieved when the perturbation type was set to
speckle noise and shot noise. We also observed a very low FPR of 9% and 9.6% for speckle-
and shot-noised perturbation, while, in the case of Gaussian-noise-based perturbation, the
adversarial attack detector could achieve 83% of TPR vs. 14.6% FPR. The same phenomenon
was observed while detecting impulse-noise-based adversarial attacks. The detector could
achieve 82% TPR vs. 10% FPR. The difference between the detection rates was unexpected.
However, during our experiment, we found two reasons for this phenomenon: (1) The
nature of these perturbations is different from each other; consequently, the performance of
the deep autoencoder also varies. (2). We found that the number of image frames in the
dataset also impacted the detection results. The number of images containing Gaussian
and impulse noise is smaller than the speckle and shot noise. The performance of the deep
autoencoder also achieved excellent results on both the F1 score and precision metrics.
We can see that the highest F1 score, which is 51.6%, was achieved while detecting the
Gaussian-noise-based adversarial attacks. To attack the vision-based ADSs at runtime with
different intensities, we adjust the noise term σ and the attack intensity ε in (10).
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Table 2. Performance of adversarial attack detector in detecting various perturbation-based adversar-
ial attacks.

θ = 0.05

Perturbation Types TPR FPR F1 Score Precision

Shot Noise 93% 9.4% 41% 26.2%
Gaussian Noise 83% 14.6% 51.6% 37.3%
Impulse Noise 82% 10% 33% 20.7%
Speckle Noise 93% 9% 41% 26.2%
Square 93.1% 9.4% 40.2% 26%
HopSkipJump 93% 9% 40.8% 26%
Decision-based/Boundary attacks 93.5% 9.2% 41.5% 27%

We set five levels of attack intensities to perturb the images in either a multiplicative
way or an additive way. Level 1 represents the lowest perturbation level in the original
image’s pixel, and level 5 represents the highest. During our experiment, we found that,
even with a minor level of perturbation, we achieved the highest attack success rate.
Figure 3 presents the impact of the adversarial attack on the NVIDIA-DAVE-2 ADS model.
In all types of adversarial attacks, we achieved 100% ASR, and all attacks caused strong
deviations in the original trajectory of the ADSs. We achieved 0% NDR in all types of
adversarial attacks. This means that all adversarial attacks cause significant violations
of lane-keeping requirements. The impact of perturbation attacks on the target model is
presented in Figures 4 and 5. We can see that the reconstruction loss also increased with
the increased level of attack intensity. Consequently, the deviation in the actual steering
angle is substantially increased. Let us take the example of Figure 4a,b, representing the
reconstruction loss of the deep autoencoder and the actual deviation in steering angle
when the shot-noise-induced adversarial attack was applied. These figures show that the
shot-noised adversarial attack significantly deviates the steering angle towards the left. As
discussed earlier, the NVIDIA-DAVE ADS model’s final output ranges between [−1, 1].
Therefore, when the steering angle has a negative value, it indicates it is driving toward the
left, while a positive steering angle indicates ADS is steering toward the right. Therefore,
we can observe that, when we applied the shot noise adversarial attack, the ADS was forced
to drive toward the left. We observed a −0.5288 mean deviation in the steering angle when
only the lowest shot-noised adversarial perturbation (i.e., ε level 1) was applied. As the
attack intensity increased, the reconstruction loss and deviation in steering angle increased.

For example, when we applied the highest level (i.e., ε level 5) of Gaussian noise
adversarial attack, the reconstruction loss drastically increased to 0.08. We can observe in
Figure 4d that there is a significant deviation in the steering angle. The mean deviation
in steering angle due to a level 5 Gaussian-noised adversarial attack was observed to go
up to −0.6006. The same trends were observed in the case of impulse and speckle noise
adversarial attacks, as can be seen in Figure 5a, b, c, and d, respectively. We can observe
that all deviations were observed towards the left as the deviation contains negative values.
Hence, when we applied all types of adversarial attacks in an untargeted setting without
access to the model structure nor the final output, all the deviations were recorded toward
the left side. The mean deviation for all types of adversarial attacks is presented in Table 3.
From Table 3, we can see that all types of adversarial attacks drastically impact the final
output. Note that, to detect these attacks at runtime, we set θ = 0.035. Thus, the adversarial
attack detector flags all those image frames as adversarial frames whose reconstruction loss
is higher than 0.035. Table 4 shows the attack detector could detect almost 100% of level
3, 4, and 5 adversarial attacks. The minimum detection result was 54.5% observed in the
case of level 1 Gaussian-noise-based adversarial attacks. The Level 1 Gaussian-noise-based
adversarial attack was the only case when the highest FDR (i.e., 45.5%) of adversarially
attacked image frames were observed. We found two scenarios to be discussed in the
Results sections. The first one is that we reported the highest FDR (i.e., 45.5%.) when the
level 1 Gaussian noise adversarial attack was applied, while, on the other hand, in the case
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of level 1 shot, impulse, and speckle adversarial noise attacks, the detector could detect 90%,
67.5%, and 89.6% of all adversarial attacks, respectively, with an FDR of 10.3%, 32.6%, and
10% at runtime. We found only a minor drop in the detection rate during the experiment
when we applied the level 2 perturbation. The attack detector could detect 96.1% of level
2 speckles, 98.7% of Gaussian, and 97.4% of all shot noise adversarial attacks. To analyze
the impact of the adversarial attack in an online fashion, we presented the quantitative
experimental results in Table 4.
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Figure 3. Impact of adversarial attack on the original trajectory of the target ADS. These samples
were collected when the impulse-noise-based adversarial attack was applied. (a) represents the initial
position, and (b,c) show the impact of the attack. We can see that the ADS started deviating from its
original trajectory. (d) shows that ADS is no longer driving on the road and crashed on the roadside.
(e,f) represents the samples of adversarial image frames from front camera of ADS.

Table 3. Mean deviation in steering angle (i.e., the final output of the target model).

ε Shot Noise Gaussian Noise Impulse
Noise

Speckle
Noise

Square
Attacks

HopSkipJump
Attacks

Boundary
Attacks

Level 1 −0.5288 −0.6055 −0.6119 −0.5966 −0.151650 −0.1629560 −0.149258

Level 2 −0.6241 −0.6126 −0.6051 −0.6194 −0.151652 −0.1629606 −0.149260

Level 3 −0.5793 −0.6241 −0.5624 −0.6054 −0.151654 −0.1629607 −0.1492638

Level 4 −0.5221 −0.6021 −0.5712 −0.6293 −0.151654 −0.1629642 −0.1492673

Level 5 −0.3051 −0.6006 −0.5324 −0.5714 −0.151657 −0.1629667 −0.1492689
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Figure 4. Impact of different types of perturbation-based adversarial attacks on vision-based ADSs.
The left column represents the reconstruction loss of the deep autoencoder when the threshold
θ = 0.035, and the right column represents the deviations in steering angles. (a,c) represent the
reconstruction losses for shot- and Gaussian-noise-based perturbation attacks, respectively, while
(b,d) represent the actual deviation in steering angle due to shot- and Gaussian-noise-based perturba-
tion attacks, respectively.
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Figure 5. Impact of different types of perturbation-based adversarial attacks on vision-based ADSs.
The left column represents the reconstruction loss of the deep autoencoder when the threshold
θ = 0.035, and the right column represents the deviations in steering angle. (a,c) represent the
reconstruction losses for impulse- and speckle-noise-based perturbation attacks, respectively, while
(b,d) represent the actual deviation in steering angle due to impulse- and speckle-noise-based
perturbation attacks, respectively.
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Table 4. Performance of adversarial attack detectors on online evaluation metrics. We achieved 100%
ASR, resulting in 0% NDR while evaluating the systems at runtime. Therefore, ASR and NDR metrics
were not included in the table.

θ=0.035

ε

Shot Noise Gaussian
Noise

Impulse
Noise

Speckle
Noise

Square
Attack

HopSkipJump
Attack

Boundary
Attack

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

TDR
(%)

FDR
(%)

Level 1 90 10 54.5 45.5 67.5 32.6 89.6 10.3

100 0 100 0 100 0

Level 2 97.4 2.5 98.7 1.2 100 0 96.1 3.8

Level 3 100 0 100 0 100 0 100 0

Level 4 100 0 100 0 100 0 100 0

Level 5 100 0 100 0 100 0 100 0

We did not report the ASR and NDR in the table, as the ASR is inversely proportional
to the NDR. If the ASR is 100%, then the NDR will automatically be 0%. Because all
attacks were successful in deviating the steering angle, the ADSs will no longer follow
the actual trajectory. Thus, we achieved 100% ASR during our experiment, as shown in
Figures 4 and 5, and Table 4. All attacks caused a significant deviation in steering angle
with more than −0.3051 mean deviation. Consequently, we observed 0% NDR under
attacks. Therefore, we did not report this in Table 4. On the other hand, we achieved
100% TDR when applying levels 3, 4, and 5 adversarial attacks with no FDR at runtime.
Conversely, we also observed significant drops in TDR and increased FDR when we applied
the level 1 and 2 adversarial attacks. Taking a level 1 Gaussian-noise-based adversarial
attack from Table 4 as an example, we can see that the TDR is 54.5% which is quite low,
while FDR is significantly high (i.e., 45.5%). Same as when ADS was attacked with the
intensity-level-1 impulse noise, we observed a considerable drop in TDR, which is 67.5%,
with an FDR of 32.6%. However, in all other cases, except for the level 2 adversarial
attack, the detector could detect all adversaries with 100% TDR. The proposed adversarial
attack detectors performed significantly well in detecting other black-box attacks, such as
square attacks, HopSkipJump, and decision-based/boundary attacks in terms of the online
evaluation framework. Table 4 and Figure 6 depict the quantitative performance evaluation
of adversarial attack detectors on online evaluation metrics.

Taking the square attack as an example from Table 4, we can see that the attack detector
could detect 100% of square attacks in the online setting. Similarly, other attacks, such
as HopSkipJump and decision-based/boundary attacks, were also detected with 100%
TDR. Figure 6 shows the impact of square, HopSkipJump, and decision-based boundary
attacks and their detection rate when the threshold was set to 0.035. In contrast to shot-,
Gaussian-, impulse-, and speckle-noise-based perturbation attacks, all deviations in steering
angle were observed toward the right (i.e., positive values indicate ADSs towards the
right). Figure 6b,d,f show the deviation in steering angle toward the right. An interesting
phenomenon observed in the ADS was the attack with square, HopSkipJump, and decision-
based attacks. When the intensity of the attack was increased, there was no significant
increase in the reconstruction loss. A minor change in the reconstruction loss was observed
when increasing the attack intensities. However, even at a minor level (i.e., ε = 0.1), the
reconstruction loss was significantly increased to 0.082, exceeding the set threshold. Hence,
all adversarial attacks were successfully detected by the attack detector.
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the actual deviation in steering angle due to square, HopSkipJump, and decision-based/boundary
attacks, respectively.

4.4. Comparative Analysis with Existing Approaches

We compared attacking models, the approach to detect adversarial attacks, and the
performance of the proposed approach with [78,79]. We considered the most commonly
used black-box attacks to attack the target model because white-box attacks are hard to
implement in ADSs in real time. The attacker requires full access to the target model to
implement white-box attacks. It is hard to implement white-box attacks on ADSs in the real
world. We compare our approach with the existing works in terms of detection accuracy.
Our deep-autoencoder-based attack detector achieved a high detection rate in detecting
black-box attacks. The detection accuracy of our proposed method was compared with [79]
in the black-box setting. Compared to [79], our approach achieved an average of 94%
detection rate while detecting black-box-type adversarial attacks. We achieved the highest
detection rate of 97.4 while detecting shot-noised adversarial attacks, while the lowest
detection rate of 90% was recorded when detecting Gaussian-noise-based adversarial
attacks. On the other hand, the highest detection rate of the detector proposed in [79] was
recorded at 74.1% in detecting FGSM attacks in the black-box setting.

Our adversarial attack detector also outperformed the feature-squeezing technique pro-
posed by the authors in [78]. We compared the highest accuracies achieved by the feature-
squeezing technique versus our technique. The feature-squeezing technique achieved the
highest accuracy of 83.88% when detecting Carlini- and Wagner-type attacks. On the other
hand, it could detect only 67.47% of the Gaussian noise attack. In contrast, our autoencoder-
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based adversarial attack detector could detect up to 90.6% of Gaussian noise attacks, as
shown in Table 5.

Table 5. Comparative performance analysis of proposed adversarial attack detector vs. existing approaches.

Reference
Methods Attack Methods Attack Detection Rate Detection Method

[79]
FGSM 74.1%

Autoencoder and Memory Module
AdvGAN 64.4%

[78]

C&W 83.88%

Feature SqueezingGaussian Noise 67.47%

Brightness 66.69%

This Study

Epsilon Attacks

Shot Noise 97.4%

Deep Autoencoder

Gaussian Noise 90.6%

Impulse Noise 93.5%

Speckle Noise 97.14%

Square Attack 93.1%

HopSkipJump Attack 93%

Threshold Attack 93.5%

4.5. Summary of the Findings

The findings from our experiment results can be summarized as follows:

(1) State-of-the-art end-to-end models for vision-based ADS systems also suffer from the
lack of robustness against adversarial attacks. Even a minor adversarial attack can
significantly deviate the vehicle from its original trajectory.

(2) Autoencoder-based adversarial attack detectors can detect any type of perturbation-
based, poisoning, and evasion-type attacks. All image-specific attacks can be detected
effectively using autoencoders.

(3) Only evaluating the trained model with a previously collected dataset does not
necessarily ensure the model’s robustness. For example, we discussed the notion
that offline evaluations are data-specific and sensitive to the previously collected data
distribution. Therefore, the model should be evaluated in an online fashion to check
the robustness of the model in real scenarios at runtime.

4.6. Threats to Validity

The first threat to the validity of our proposed approach is that we implemented the
experiment in simulation environments. However, it was necessary to implement the
proposed approach in a simulation environment, as validating the proposed system with a
real system in a controllable way is impossible. However, authors [80] state that the data
generated using a simulator produces the same results as those generated from real-world
systems. Therefore, we expect that implementing the proposed method on a real system
will yield the same result.

Another threat to the validity of the proposed system is that we use a few types of
perturbation adversarial attacks that the attackers can launch or that can occur due to
natural phenomena. This imposes a constraint on the generalizability of the proposed
approach. However, we tried to mitigate this threat by choosing the state-of-the-art NVIDIA
ADS model to validate our approach. We believe that, if a state-of-the-art model like
NVIDIA can suffer from the lack of robustness to these perturbation-based adversarial
attacks, others may also exhibit the behavior. The last threat to our approach’s validity
is the selection of deep autoencoders. The performance of the deep autoencoders may
vary depending on the autoencoder’s architecture. However, we mitigated this threat by
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validating the performance of the proposed system using four different perturbation-based
adversarial attacks. From the experimental results, we can see that the performance of the
attack detector is stable for all types of adversarial attacks.

5. Conclusions

This paper investigated the impact of perturbation-based adversarial attacks on the
DNN model in vision-based ADSs. We exploited the perturbation-based adversarial
attack’s impact on the target model’s robustness. We first proposed four different types
of naturally occurring noises to create perturbations in order to target attack models that
manipulate the pixel values of the original images, and then we presented an adversarial
attack detector using a deep autoencoder. We also evaluated the effectiveness of the
proposed detector using modified state-of-the-art black-box adversarial attack models such
as square, HopSkipJump, and decision-based attacks. Finally, we presented the end-to-
end evaluation framework to evaluate the impact of adversarial attacks, as well as the
performance of the attack detector at runtime. Through extensive experimental evaluation,
we found all types of proposed perturbation attacks cause a significant deviation in the
final output of the target model. All the attacks directly impacted the robustness of the
target models and forced the ADSs to deviate from the original trajectories. The proposed
deep-autoencoder-based adversarial attack detector achieved excellent results in detecting
adversarial attacks at runtime. The proposed evaluation framework also helps to evaluate
the robustness of the model at runtime, which is hard to evaluate using the existing offline
evaluation metrics. Our experimental results provide evidence of the vulnerabilities of
models used in safety-critical applications such as ADSs. The proposed approach can help
to select a robust model for safety-critical applications and gives new pathways to explore
the potential of autoencoders in detecting adversarial attacks.

Based on the experimental results obtained, we can explore the impact of other attacks,
such as physical (i.e., patch attacks) attacks, on the DNN models used in ADSs. These
attacks pose a significant real-world threat to safety-critical applications in the intelligent
transportation domain and require robust countermeasures. Since patch attacks (such as
adversarial patches on traffic signs) are more realistic after black-box attacks on ADSs, our
forthcoming work will focus on detecting and mitigating patch attacks. Our future work
will focus on developing detective and defensive mechanisms by leveraging advanced
techniques such as generative adversarial neural networks and denoising autoencoders
to effectively mitigate the adversarial perturbations and patches so that the resilience and
robustness of the ADS model against patch attacks can be enhanced.
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