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#### Abstract

The additive manufacturing (AM) process induces high uncertainty in the mechanical properties of 3D-printed parts, which represents one of the main barriers for a wider AM processes adoption. To address this problem, a new time-efficient microstructure prediction algorithm was proposed in this study for the laser powder bed fusion (LPBF) process. Based on a combination of the melt pool modeling and the design of experiment approaches, this algorithm was used to predict the microstructure (grain size/aspect ratio) of materials processed by an EOS M280 LPBF system, including Iron and IN625 alloys. This approach was successfully validated using experimental and literature data, thus demonstrating its potential efficiency for the optimization of different LPBF powders and systems.
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## 1. Introduction

The additive manufacturing (AM) process is "the process of joining materials to make objects from 3D computer-aided design (CAD) model data, usually layer upon layer, as opposed to subtractive manufacturing technologies" [1]. Currently, most AM systems belong to the laser powder bed fusion system (LPBF) category. In this process, the laser executes a specific journey defined by the laser power and speed, the distance between tracks (hatching space), and the layer thickness to build a part. This multi-tracking strategy results in the complex thermal history and specific anisotropic microstructure of 3D-printed parts [2-4]. This specificity of the final microstructure with a resulting uncertainty in the mechanical properties of 3D-printed parts, has been found to be the main barrier to a wider AM process adoption [5]. Since it is not possible to experimentally analyze all parts manufactured by AM, numerical simulations represent an appealing time- and resource-saving approach to predict the parts' microstructure [6]. Given the complexity of the LPBF process, which involves around 130 printing variables [7], high-fidelity melt pool models are, however, very complex and require delicate calibration procedures. Ideally, such models must take into account the transient non-equilibrium physical phenomena involved in the processes such as the heat flow, the Marangoni effect, keyhole mode melting and gravity forces [8-12].

Moreover, to predict the as-printed material microstructure, results of such melt pool simulations must be coupled with microstructure simulation models, such as the phase-field model, for example [13-16]. In addition to involving huge computing resources, these models can only predict the microstructure in the melt pool, and do not take into account local melting-remelting phenomena and heterogeneous non-stationary temperature fields in 3D-printed parts, although both aspects
affect the parts' final microstructure [17]. Furthermore, during the manufacturing of a part, the multi-track pattern introduces variable defects such as micro-porosity, liquation cracks, microstructural heterogeneity and segregation, which will also influence the final microstructure [18-21]. Modeling all these phenomena at once represents an issue that remains unresolved.

Notwithstanding the above, since the as-printed material microstructure (grain and subgrain size and distribution, crystallographic texture and phases) determines the level of mechanical properties, different models have been developed to fill the gap between the processing conditions and the printed parts' microstructure, with varying degrees of success. Most of these models are based on mass, momentum and energy conservation principles $[4,22-24]$ and among them, the heat conduction and thermal-fluid models are the most commonly used [24]. The heat conduction simulations are computationally efficient, but they do not take into account the phase changes between the solid and liquid states occurring during powder melting/remelting. These models can either be simple and only consider the thermal exchanges between the laser and the powder bed, or more complex, taking into consideration the multiple effects seen during LPBF, such as the keyholing and the balling effects [12] or the Marangoni effect [24]. Less commonly, thermal fluid vaporization models are also utilized in order to take into account heat losses caused by vaporization [12,24]. While all these modeling approaches are well suited for melt pool simulations, they are, however, barely suitable for full part computations or for printing parameters optimization, since they are very computing resources-consuming.

To circumvent the above problem and facilitate the adoption of new LPBF alloys, a simplified approach, allowing the simulation of thousands of printing parameter sets in a very time-efficient way, was developed and validated in our previous work [25-27]. In the present study, we consider the microstructure of LPBF manufactured parts to be mostly dependent on the cooling rate (CR) and the thermal gradient (TG) in the vicinity of the melt pool $[24,28]$. Based on this assertion, we focus here on the possibility of using these two metrics to correlate a specific combination of LPBF processing parameters (laser power, scanning speed, layer thickness, and hatching space) with the grain size and grain aspect ratio of a printed material.

## 2. Methodology

This study was conducted in three phases: first, an analytical model of the thermal field generated by a moving heat source in a solid body was used to evaluate the melt pool solidification cooling rate $(C R)$ and the thermal gradient (TG) for a given set of LPBF processing parameters, namely the laser power, scanning speed, layer thickness, and hatching space. Next, to calibrate the model for a given material and a given LPBF system, the relationships between CR and TG and the grain size (d) and the grain aspect ratio (GAR) of the printed material were found experimentally. Finally, using the numerical model developed and the experimental relationships found, the LPBF processing parameters were directly linked to the microstructure of the specimens manufactured using the selected LPBF system, with the ultimate objective of developing a generic grain size and grain aspect ratio prediction algorithm for different materials and different LPBF systems.

### 2.1. Cooling Rate (CR) and Thermal Gradient (TG) Calculations

The LPBF melt pool temperature distribution calculations were carried out using the analytical model of a semi-infinite solid with a moving Gaussian heat source [29]. This model has been successfully used for density prediction in specimens manufactured from Fe [25], $\mathrm{Ti}-\mathrm{Zr}-\mathrm{Nb}$ [26], AlSiMg, IN625, Ti64 and 316L alloy powders [27]. The Gaussian model involves a symmetrical distribution of laser irradiance across the beam. The energy from the laser is assumed to be applied on the powder bed surface for a time interval defined by the scanning speed and the laser spot size. In this case, for a Gaussian beam moving with a given velocity, the temperature distribution $T(x, y, z)$ in the powder bed is calculated by Equations (1)-(3):

$$
\begin{gather*}
T(x \cdot y \cdot z)=T_{0}+\frac{A P}{k r_{f} \pi^{\frac{3}{2}}} \int_{\infty}^{0} \frac{1}{1+\tau^{2}} \exp (C) d \tau  \tag{1}\\
C=-\frac{\tau^{2}}{1+\tau^{2}}\left[\left(\xi-\frac{P_{e}}{2 \tau^{2}}\right)^{2}+\eta^{2}\right]-\tau^{2} \zeta^{2}  \tag{2}\\
\xi=\sqrt{2} \frac{x}{r_{f}}, \eta=\sqrt{2} \frac{y}{r_{f}}, \zeta=\sqrt{2} \frac{z}{r_{f}}, P e=\frac{r_{f} \mathrm{~V}}{2 \sqrt{2} \alpha}, \tau=\frac{r_{f}}{2 \sqrt{2 \alpha t}}, \alpha=\frac{k}{\rho \times C_{p}} \tag{3}
\end{gather*}
$$

where $T_{0}$ is the powder bed temperature $\left({ }^{\circ} \mathrm{C}\right)$; $A$, the absorptivity; $P$, the laser power $(\mathrm{W})$; $k$, the thermal conductivity $(\mathrm{W} / \mathrm{m} \cdot \mathrm{K}) ; r_{f}$, the laser beam radius ( m ); $P e$, the Peclet number; $v$, the scanning speed $(\mathrm{m} / \mathrm{s})$; $\alpha$, the thermal diffusivity $\left(\mathrm{m}^{2} / \mathrm{s}\right) ; \rho$, the irradiated material density $\left(\mathrm{kg} / \mathrm{m}^{3}\right) ; C_{p}$, the specific heat $(\mathrm{J} / \mathrm{kg} \cdot \mathrm{K})$, and $t$, the time (s).

The laser energy absorptivity $A$ is estimated using Equation (4) [30]:

$$
\begin{equation*}
A \approx 0.365(\lambda \sigma)^{-0.5}=0.365\left(\frac{R}{\lambda}\right)^{0.5} \tag{4}
\end{equation*}
$$

where $\lambda$ is the laser wavelength $(\mu \mathrm{m})$, $\sigma$, the electrical conductivity $(\mathrm{S} / \mathrm{m})$, and $R$, the electrical resistivity of the irradiated material ( $\mathrm{Ohm} \cdot \mathrm{m}$ ).

Then, based on previous studies on additive manufacturing and welding [24,31], the solidification cooling rate (CR) and the thermal gradient (TG) are calculated along the direction of the meltpool in the region encompassed between the liquidus and solidus temperatures (Equations (5) [24] and (6) and Figure 1):

$$
\begin{align*}
& \text { Cooling rate }(C R)=\frac{d T}{d t}=\frac{T_{\text {liq }}-T_{\text {Sol }}}{\left(d_{\text {liq }}-d_{\text {sol }}\right) \times v}  \tag{5}\\
& \text { Thermal gradient }(T G)=\frac{\partial T(\mathrm{x}, 0,0)}{\partial \mathrm{x}} \tag{6}
\end{align*}
$$

where $T_{\text {liq }}$ is the liquidus temperature; $T_{\text {sol }}$, the solidus temperature; $d_{\text {liq }}$, the position along the centerline of the track where the temperature is equal to $T_{l i q} ; d_{\text {sol }}$, the position along the centerline of the track where the temperature is equal to $T_{\text {sol }}$; and $v$ is the speed of the laser.


Figure 1. Schematized temperature profile along meltpool centerline.

### 2.2. Experimental Calibration of the Melt Pool Model

### 2.2.1. Materials, Equipment and Plan of Experiment

The experimental part of this study was conducted using water-atomized iron powder (RTMP, Sorel-Tracy, Canada) of the following composition (weight \%): Fe: bal., Mn: 0.04, C: 0.004, O: 0.08, $\mathrm{S}: 0.007$, and $\mathrm{N}: 0.004$. The process of water atomization results in relatively coarse and irregular powder particles with a particle size distribution of $\mathrm{D} 10,3=15.2 \mu \mathrm{~m}, \mathrm{D} 50,3=29.1 \mu \mathrm{~m}, \mathrm{D} 90,3=50.7 \mu \mathrm{~m}$ (Figure 2a) and a mean sphericity of 0.67 (Figure 2b). The powder batch chemistry was analyzed as follows: Fe and Mn, using a Spectro ARL 3460 system (Thermofisher Scientific, Waltham, MA, USA) (ASTM E-415); O, N and C, S using LECO TC436DC and LECO CS844 systems respectively (Leco, St Joseph, MI, USA) (ASTM E-1019). The powder PSD was measured using a Master Sizer 3000 (Malvern Panalytical, Malvern, UK) laser diffraction particle size analyzer and calculated following the ISO 9276 standard. The powder sphericity was calculated using the following formula:

$$
\begin{equation*}
S=\frac{4 \times \pi \times A}{P^{2}} \tag{7}
\end{equation*}
$$

where $A$ and $P$ are the area and the perimeter of iron powder particles calculated from the images obtained by scanning electron microscopy.


Figure 2. Water-atomized iron powder: (a) particles size distribution (b) circularity distribution and typical scanning electron microscope (SEM) image.

This powder was processed using an EOSINT M280 LPBF system (EOS GmbH, Munich, Germany) equipped with a 400 W ytterbium fiber laser (effective beam radius $r_{f}=40 \mu \mathrm{~m}$ provided by EOS) and a standard EOS ceramic doctor blade.

To design the plan of the experiments, the analytical model represented by Equations (1)-(4) is used first. To provide input values for this model, the physical properties of an irradiated powder, namely the thermal conductivity $k$ [32], the electrical resistivity $R$ [33] and the powdered material density $\rho$ are calculated as follows:

$$
\begin{equation*}
k=k_{0} \times \frac{\varphi}{0.5 \times(3-\varphi)} ; R=0.696 \times \frac{4}{\varphi} \times R_{0} ; \rho=\varphi \times \rho_{0} \tag{8}
\end{equation*}
$$

In this work, the effective RTMP powder bed density $\phi$, which is dependent on the powder size distribution and morphology, and the characteristics of a spreading mechanism, was measured using the encapsulated samples method [34] and was found to be close to $40 \%$. The bulk and powder properties used for calculations are given in Table 1 [35,36]. Given the lack of experimental values for the thermal conductivity and specific heat of RTMP iron powders, the corresponding values for a
similar AISI 1008 alloy were applied [35]. The initial temperature of the substrate (building platform) was considered to be $23{ }^{\circ} \mathrm{C}$ and it was assumed that the preceding layer cools down to the initial temperature between two neighboring scanning tracks.

Table 1. Physical properties of an AISI 1008 alloy [35,36].

| Properties | Bulk | Powder ( $\varphi=\mathbf{4 0 \%}$ ) |
| :---: | :---: | :---: |
| Liquidus temperature, ${ }^{\circ} \mathrm{C}$ | 1535 | 1535 |
| Solidus temperature, ${ }^{\circ} \mathrm{C}$ | 1494 | 1494 |
| Density, $\mathrm{kg} / \mathrm{m}^{3}$ | 7860 | 3144 |
| Thermal conductivity, $\mathrm{W} / \mathrm{m} \times \mathrm{K}$ | 81 | 25 |
| Specific heat capacity, $\mathrm{J} / \mathrm{kg} \times \mathrm{K}$ | 469 | 469 |
| Electrical resistivity, $10^{-8} \Omega \times \mathrm{m}$ | 8.9 | 62 |

The temperature distribution map shown in Figure 3 represents an example of the single track calculations using Equations (1)-(4) and (8). It has the following set of LPBF processing parameters: $P=270 \mathrm{~W}, v=1500 \mathrm{~mm} / \mathrm{s}$, and $t=40 \mu \mathrm{~m}$ applied to iron powder (Table 1). From this temperature map, the solidification cooling rate and the thermal gradient were calculated along the center line using Equations (5) and (6) corresponding to $1.43 \times 10^{7}{ }^{\circ} \mathrm{C} / \mathrm{s}$ and $9.54 \times 10^{6}{ }^{\circ} \mathrm{C} / \mathrm{mm}$, respectively.


Figure 3. Calculated melt pool for iron powder when $P=270 \mathrm{~W}, v=1500 \mathrm{~mm} / \mathrm{s}$, and $t=40 \mu \mathrm{~m}$.

### 2.2.2. Solidification Cooling Rate and Thermal Gradient-Microstructure Relationship

Firstly, to establish the relationship between the LPBF processing parameters and the printed material density, the algorithm developed in [27] was used to build a so-called "density processing
map" $^{\prime \prime}$ (Figure 4a) in the laser energy density $\left(E, \mathrm{~J} / \mathrm{mm}^{3}\right)$ (Equation (9))—material build rate $\left(B R, \mathrm{~cm}^{3} / \mathrm{h}\right)$ (Equation (10)) coordinates:

$$
\begin{align*}
& E\left(J /{m m^{3}}^{3}\right)=\frac{P}{v \times h \times t}  \tag{9}\\
& B R\left({c m^{3}}^{3} h\right)=v \times h \times t \tag{10}
\end{align*}
$$

where $P$ is the laser power ranging from 40 to 380 W ; $v$, the laser speed ranging from 200 to $4000 \mathrm{~mm} / \mathrm{s}$; h , the hatching space ranging from 60 to $200 \mu \mathrm{~m}$; and the constant layer thickness of $t=40 \mu \mathrm{~m}$. For the next step of this study, the narrower range of the E-BR processing conditions corresponding to a density of the printed material $\geq 99.9 \%$ was isolated as shown in Figure 4b.


Figure 4. Density processing map for iron: powder (a) all densities (b) $\geq 99.9 \%$ density area; dots identify 14 processing condition sets used for model calibration (see further).

Next, using Equations (5) and (6), the CR and TG processing maps for iron powder can be computed (Figure 5a,b). It can be noted from these maps that for a printed density $\geq 99.9 \%$, the cooling rate ranges from 1.5 to $3.4 \times 10^{7}{ }^{\circ} \mathrm{C} / \mathrm{s}$, and the thermal gradient from 1.1 to $1.4 \times 10^{7}{ }^{\circ} \mathrm{C} / \mathrm{mm}$. Finally, for the model validation, 14 sets of printed conditions are randomly distributed in the $\geq 99.9 \%$ density zone (see dots in Figures 4 b and $5 \mathrm{a}, \mathrm{b}$ ), and the corresponding printing parameters $P, v$ and $h$ reverse-calculated using the set of Equations (1)-(4), and reported in Table 2.


Figure 5. (a) Cooling rate and (b) thermal gradient processing maps for iron powder; contours delimit the processing conditions corresponding to a printed density $\geq 99.9 \%$; dots identify 14 printing condition sets used for model calibration.

Table 2. Printing parameters ( $t=40 \mu \mathrm{~m}$ ) and calculated BR, E, Printed density, CR and TG.

| \# | P, W | $v, \mathrm{~m} / \mathrm{s}$ | $h, \mathrm{~mm}$ | $\begin{gathered} \mathrm{BR}, \\ \mathrm{~cm}^{3} / \mathrm{h} \end{gathered}$ | E, J/mm ${ }^{3}$ | Printed Density, \% | $\begin{gathered} \mathrm{CR}, 10^{7} \\ { }^{\circ} \mathrm{C} / \mathrm{s} \end{gathered}$ | $\begin{aligned} & \hline \text { TG, } 10^{7} \\ & { }^{\circ} \mathrm{C} / \mathrm{mm} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 255 | 0.96 | 0.09 | 12.4 | 73.8 | 100 | 1.46 | 1.53 |
| 2 | 270 | 1.22 | 0.07 | 12.3 | 79.0 | 99.9 | 1.74 | 1.43 |
| 3 | 275 | 1.04 | 0.08 | 12.0 | 82.6 | 99.9 | 1.46 | 1.40 |
| 4 | 295 | 1.62 | 0.08 | 18.7 | 56.9 | 99.9 | 2.11 | 1.30 |
| 5 | 295 | 1.7 | 0.07 | 17.1 | 62.0 | 100 | 2.21 | 1.30 |
| 6 | 305 | 2.2 | 0.06 | 19.0 | 57.8 | 99.9 | 2.76 | 1.26 |
| 7 | 310 | 2.62 | 0.06 | 22.6 | 49.3 | 99.9 | 3.22 | 1.23 |
| 8 | 310 | 2.4 | 0.06 | 20.7 | 53.8 | 99.9 | 2.96 | 1.23 |
| 9 | 320 | 2.3 | 0.06 | 19.9 | 58.0 | 99.9 | 2.75 | 1.19 |
| 10 | 325 | 1.7 | 0.07 | 17.1 | 68.3 | 99.9 | 2.00 | 1.18 |
| 11 | 330 | 1.92 | 0.07 | 19.4 | 61.4 | 100 | 2.23 | 1.16 |
| 12 | 335 | 2.98 | 0.06 | 25.7 | 46.8 | 99.9 | 3.40 | 1.14 |
| 13 | 350 | 2.88 | 0.06 | 24.9 | 50.6 | 99.9 | 3.14 | 1.09 |
| 14 | 350 | 2.68 | 0.06 | 23.2 | 54.4 | 99.9 | 2.93 | 1.10 |

For each set of printing parameters, three $10 \times 10 \times 20(\mathrm{~mm})$ parallelepiped specimens were printed (Figure 6), cut off the building plate and polished, and their densities were measured using the Archimedes technique (ASTM B962-15) with a SARTORIUS Secura 324-1s scale (Sartorius, Goettingen, Germany), having a precision of $\sim 0.001 \mathrm{~g}$. Each density measurement was repeated at least 3 times.


Figure 6. Build plate with iron specimens.
Then, for grain size and grain aspect ratio measurements, the specimens were cross-sectioned in the $X Y$ and $X Z$ directions, mounted in bakelite, manually polished and attacked with a nital solution. The vertical (parallel to the build direction, Plan $X Z$ ) and horizontal (perpendicular to the build direction, Plan XY) faces of the specimens were analyzed using a LEXT4100 confocal microscope (Olympus, Tokyo, Japan) with an $\times 500$ magnification and then processed using Matlab software (see typical metallography image in Figure 7). The average grain size in the $X Z\left(d_{x z}\right)$ and $X Y\left(d_{x y}\right)$ plans was measured using the linear intercept method [37], and the grain aspect ratios GAR $=\mathrm{d}_{\mathrm{xz}} / \mathrm{d}_{\mathrm{xy}}$ were calculated. These data are plotted as functions of the CR \& TG in Figure 8a,b for all 14 sets of printed parameters.

In Figure 8b, it can be stated that the higher the cooling rate, the lower both the grain size and the grain aspect ratio of printed specimens, and vice versa. On the contrary, the greater the thermal gradient, the larger the grain size and the aspect ratio; the second trend here is much less pronounced than the first. Assuming that the calculated CR\&TG values correspond to the effectively obtained melt pool characteristics, the grain size and the grain aspect ratio values can now be expressed as their functions using the linear least square method:

$$
\begin{equation*}
\mathrm{d}_{\mathrm{xz}} \text { or } \mathrm{GAR}=a 0+\mathrm{a} 1 \times\left(\frac{\mathrm{CR}}{10^{7}}\right)^{\mathrm{a} 2}+a 3 \times\left(\frac{T \mathrm{G}}{10^{7}}\right)^{a 4} \tag{11}
\end{equation*}
$$

where $a 0=12.4, a 1=34.65, a 2=-3.265, a 3=0.0003$ and $a 4=24.11$ for the grain size $(\mathrm{dxz})$, and $a 0=15.5$, $a 1=-13.09, a 2=0.074, a 3=0.007$ and $a 4=11.89$ for the grain aspect ratio. Furthermore, for each of 14 specimen sets, the measured grain size (dxz) and grain aspect ratios (GAR), as well as their calculated equivalents (Equation (11)), are collected in Table 3, along with the deviations between approximations and experiments.


Figure 7. Metallography of Specimen 1 using a LEXT 4100 confocal microscope ( $\times 500$ ).


Figure 8. (a) Grain size (dxz) and (b) grain aspect ratio (GAR) as functions of CR and TG; (c) Grain size and (d) grain aspect ratio residuals.

Table 3. Grain size ( dxz ) and grain aspect ratio (GAR) approximation-experiment comparison with deviations.

| \# | $\begin{aligned} & \mathrm{CR}, 10^{7} \\ & { }^{\circ} \mathrm{C} / \mathrm{s} \end{aligned}$ | $\text { TG, } 10^{7}$ <br> ${ }^{\circ} \mathrm{C} / \mathrm{mm}$ | Grain Size (dxz) |  |  | Grain Aspect Ratio (GAR) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Model, $\mu \mathrm{m}$ | Exp., $\mu \mathrm{m}$ | Dev., \% | Model | Exp. | Dev., \% |
| 1 | 1.46 | 1.53 | 24.9 | $30.1 \pm 0.9$ | 17.3 | 2.9 | $3.2 \pm 0.01$ | 8.2 |
| 2 | 1.74 | 1.43 | 20.4 | $17.6 \pm 1.0$ | 13.7 | 2.3 | $2.0 \pm 0.09$ | 12.6 |
| 3 | 1.46 | 1.40 | 25 | $28.8 \pm 1.4$ | 0.8 | 2.9 | $3.2 \pm 0.13$ | 9.4 |
| 4 | 2.11 | 1.30 | 16.9 | $16.3 \pm 1.1$ | 3.6 | 1.9 | $1.7 \pm 0.06$ | 10.5 |
| 5 | 2.21 | 1.30 | 16.2 | $13.4 \pm 1.1$ | 17.3 | 1.8 | $1.5 \pm 0.09$ | 15.6 |
| 6 | 2.76 | 1.26 | 13.7 | $14.7 \pm 1.5$ | 6.8 | 1.4 | $1.7 \pm 0.08$ | 18.1 |
| 7 | 3.22 | 1.23 | 13.1 | $13.4 \pm 2.8$ | 2.2 | 1.4 | $1.3 \pm 0.03$ | 5.0 |
| 8 | 2.96 | 1.23 | 12.5 | $14.2 \pm 2.3$ | 12.0 | 1.3 | $1.5 \pm 0.15$ | 11.6 |
| 9 | 2.75 | 1.19 | 13.8 | $12.1 \pm 0.6$ | 12.3 | 1.4 | $1.3 \pm 0.03$ | 8.6 |
| 10 | 2.00 | 1.18 | 17.7 | $17.0 \pm 2.5$ | 4.0 | 2.0 | $1.8 \pm 0.04$ | 12.5 |
| 11 | 2.23 | 1.16 | 16.1 | $14.1 \pm 1.0$ | 12.4 | 1.8 | $1.6 \pm 0.04$ | 12.8 |
| 12 | 3.40 | 1.14 | 12.2 | $13.6 \pm 2.0$ | 10.3 | 1.2 | $1.6 \pm 0.02$ | 24.1 |
| 13 | 3.14 | 1.09 | 13.2 | $12.8 \pm 1.8$ | 3.0 | 1.4 | $1.4 \pm 0.08$ | 2.1 |
| 14 | 2.93 | 1.10 | 12.7 | $13.8 \pm 0.8$ | 8.0 | 1.3 | $1.5 \pm 0.04$ | 11.6 |

### 2.3. Grain Size (dxz) and Grain Aspect Ratio (GAR) Processing Maps

The analytical model of the melt pool (Equations (1)-(6)) and the approximation functions of Equation (11) can finally be combined to generate the grain size ( dxz ) and the grain aspect ratio (GAR) processing maps for iron powder (Figure 9a,b). These maps are calculated by varying the laser power from 20 to 380 W , the scanning speed from 100 to $4000 \mathrm{~mm} / \mathrm{s}$, and the hatching space from 60 to $90 \mu \mathrm{~m}$, keeping the layer thickness constant at $40 \mu \mathrm{~m}$.


Figure 9. (a) Grain size (dxz) and (b) grain aspect ratio (GAR) processing maps for iron powder; contours delimit the processing conditions corresponding to a printed density $\geq 99.9 \%$; numbers from 1 to 14 identify processing conditions of the calibration specimens.

### 2.4. Validation Strategy and Results

At the beginning of this study, we hypothesized that the proposed grain size and grain aspect ratio prediction algorithm could be applied to other materials processed by an EOS M280 LPBF system. To verify the validity of this hypothesis, we selected another alloy, IN625, and carried out the validation in two stages. Firstly, the cooling rates calculated for LPBF of IN625 alloy were compared to their experimental equivalents taken from [24]. Secondly, the grain size and the grain aspect ratio calculated for the same alloy were compared with their experimental equivalents taken from [18]. (Note that the thermal gradient values were not experimentally available, thus limiting this validation to the CR values only).

For these validations studies, the $C R, \mathrm{~d}_{\mathrm{xz}}$ and GAR processing maps were calculated using the previously presented algorithm (Equations (1)-(6)), and the physical properties of IN625 bulk alloy and powder collected in Table 4 [27]. Note that for the first stage of validation (cooling rate), bulk material properties were used, since experimental data were obtained for a single laser melt track created on an IN625 plate. For the second validation stage, however (grain size and grain aspect ratio), powdered material properties were used, since the experimental data were obtained in the course of a conventional laser powder bed printing. In both cases, experimental data were obtained with similar EOS M270 and M280 LPBF systems to that used in this study. Note also that in this case, the powder bed density was set at $60 \%$ (approximated as a common value for gas- or plasma-atomized spherical powders).

Table 4. Physical properties of IN625 bulk and powdered alloy used for melt pool modeling [27,38].

|  | IN625 |  |
| :---: | :---: | :---: |
|  | Bulk | Powder $(\boldsymbol{t}=\mathbf{4 0} \boldsymbol{\mu \mathrm { m } ; \boldsymbol { \varphi } = \mathbf { 6 0 \% } )}$ |
| Liquidus temperature, ${ }^{\circ} \mathrm{C}$ | 1350 | 1350 |
| Solidus temperature, ${ }^{\circ} \mathrm{C}$ | 1290 | 1290 |
| Density, $\mathrm{kg} / \mathrm{m}^{3}$ | 8440 | 5064 |
| Thermal conductivity, $\mathrm{W} / \mathrm{m} \times \mathrm{K}$ | 25.2 | 12.6 |
| Specific heat capacity, $\mathrm{J} / \mathrm{kg} \times \mathrm{K}$ | 670 | 670 |
| Electrical resistivity, $10^{-8} \Omega \times \mathrm{m}$ | 134 | 622 |

## 3. Validation

### 3.1. Cooling Rate Validation

To assess the validity of the cooling rate modeling, the numerical results are compared with experiment values obtained with laser power ranging from 150 to 195 W , and scanning speed from 400 to $1200 \mathrm{~mm} / \mathrm{s}$ [24]. The calculated and experimental cooling rates are plotted in Figure 10a and summarized in Table 5, where the average deviation between the model and the experiment is $4.2 \%$.


Figure 10. Comparison of the calculated and experimental CRs for IN625: (a) CR processing map; (b) scanning speed-CR plot; numbers 1 to 3 correspond to the three parameter sets presented in Table 5.

Table 5. Cooling rate model-experiment [24] comparison for IN625 alloy.

|  |  |  | Cooling Rate, 10 $\mathbf{5} \mathbf{K / s}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case | Power, $\mathbf{W}$ | Speed, $\mathbf{m m} / \mathbf{s}$ | Model | Experiment [24] | Deviation, \% |
| 1 | 150 | 400 | 5.97 | $6.20 \pm 0.8$ | 3.7 |
| 2 | 195 | 800 | 8.89 | $9.35 \pm 1.4$ | 4.9 |
| 3 | 195 | 1200 | 12.3 | $12.8 \pm 3.9$ | 3.9 |

Note that Figure 10b is plotted in the CR-scanning speed coordinates and not in the CR-BR coordinates, since experimental data were obtained for a single laser track on a solid building plate and therefore, neither the hatching space nor the layer thickness are relevant in this case.

### 3.2. Grain size and Grain Aspect Ratio Validation

The CR (Figure 11a) and GAR (Figure 11c) processing maps are now calculated using the melt pool model (Equations (1)-(6)), the physical properties of IN625 powder (Table 4), and the correspondence between the CR \& TG and the grain size and the grain aspect ratio (Equation (11)). Then, the experimentally measured grain size and grain aspect ratio values [18] are superposed in Figure 11b,d, where deviations between the model and the experiment correspond to $\sim 10 \%$ for the grain size and $\sim 14 \%$ for the grain aspect ratio (see Table 6 for numerical values).


Figure 11. Grain size and grain aspect ratio validation: (a) Grain size (dxz) prediction map, (b) grain size: model versus experiment [18], (c) grain aspect ratio prediction map and (d) aspect ratio: model versus experiment; numbers 1 to 4 correspond to four parameter sets tested.

Table 6. Grain size (dxz) and grain aspect ratio ( $t=40 \mu \mathrm{~m} ; h=110 \mu \mathrm{~m}$ ): model versus experiment [18].

| $\mathbf{N}^{\circ}$ | $\mathbf{P}, \mathbf{W}$ | $\mathbf{V}$, <br> $\mathbf{m m} / \mathbf{s}$ | E, <br> $\mathbf{J} / \mathbf{m m}^{\mathbf{3}}$ | BR, <br> $\mathbf{c m}^{\mathbf{3} / \mathbf{h}}$ | Grain Size (dxz), $\boldsymbol{\mu m}$ |  |  | Aspect Ratio (AR) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 285 | 960 | 67.5 | 15.2 | 100 | $100_{-25}^{+50}$ | 0 | 3.2 | $3.3_{-1.4}^{+2.7}$ | 5 |
| 2 | 285 | 1440 | 45.0 | 22.8 | 46 | $45_{-5}^{+5}$ | 2 | 2.4 | $2.5_{-0.5}^{+0.8}$ | 5 |
| 3 | 285 | 1680 | 38.5 | 26.6 | 31 | $35_{-5}^{+15}$ | 13 | 2.0 | $2.5_{-0.6}^{+1.7}$ | 19 |
| 4 | 285 | 1920 | 33.8 | 30.4 | 23 | $18_{-3}^{+7}$ | 27 | 1.9 | $1.5_{-0.5}^{+1}$ | 27 |

From this validation study, it appears that the average deviations between the model and the experimental data for Specimens 1 and 2 are quite low: $1 \%$ for the grain size and $5 \%$ for the grain aspect ratio, but for Specimens 3 and 4 , these deviations increase to $13 \%$ for the grain size and to $27 \%$ for the grain aspect ratio. The latter discrepancies can be explained by the fact that the densities of Specimens 3 and 4 were lower than $99.9 \%$, specifically, 99.1 and $97.3 \%$ [18]. The processing-induced porosity affected both the cooling rate and the thermal gradient, which was not taken into account by the model.

## 4. Discussion

This study was conducted using a Gaussian heat source model for three main reasons:
(a) This model allows the simulation of thousands of printing parameter sets in a time-efficient way.
(b) It allows easy variations of the major LPBF input parameters.
(c) It had been successfully validated for iron [25], Ti-Zr-Nb [26] and IN625 [18] alloys in previous studies.

This model has been proven to be relevant and accurate for the grain size and aspect ratio predictions and constitutes a time-efficient solution for further process optimization in the field of additive manufacturing. It can also easily be used to get additional insight into other processing-induced issues that are strongly dependent on thermal exchanges, namely, the risks of hot cracking and distortions. Moreover, this model can be used for the creation of relevant diagrams, such as a Grain Growth Rate-Thermal Gradient diagram, similar to that used in welding [39] as shown in Figure 12.

Note, however, that the model of this study allows the prediction of an average grain size in the longitudinal plane of the LPBF processed alloys only. When the experimentally measured and calculated grain sizes are compared, the discrepancy between the results can be affected by the distance between the region of interest and the melt pool centerline. Moreover, pores induced by LPBF can suppress the epitaxial growth of grains, and therefore, areas adjacent to these pores can contain equiaxed grains, as shown in [18].

Furthermore, the approach used in the present work is based on grain growth under a sharp moving interface between liquid and solid states. A multi-scale approach involving dendrite growth, phase segregation and transformation phenomena represents a difficult numerical problem, and requires a phase field analysis based on the Gibbs free energy calculations, for example [40]. Thus, the use of this model for grain size prediction in the dual-phase $(\alpha+\beta)$ Ti-6Al-4V titanium alloy, or in steel with martensitic transformation cannot be recommended. However, the grain size and the grain aspect ratio in alloys with diffusion-dependent phase transformations (beta Ti alloys, austenitic stainless steel, ferritic steel, Nickel-based superalloys, Al alloys, etc.) are possible targets.


Figure 12. Grain morphology of LPBF iron as a function of the grain growth rate and the thermal gradient (idea of such a diagram is adopted from [39]).

## Additional Note

In this study, the formation of the grain structure was considered for the case of a continuous single track built on a substrate with an initial temperature of $23^{\circ} \mathrm{C}$. However, due to the layer-by-layer and multiple pattern track strategies employed, the effective temperature of the substrate becomes higher than the initial temperature of $23^{\circ} \mathrm{C}$. To evaluate the influence of the multi-track phenomenon on the initial temperature of the substrate, let us consider a 10 mm -long laser track and a skywriting time of 0.50 ms , the latter corresponding to the time when the laser is switched off; both values are common values for LPBF systems (Figure 13).


Figure 13. Schematic representation of the laser journey.
Given the preceding, the substrate temperature at the beginning of the next track can be evaluated by calculating the temperature at a one hatching space distance from the center of this track after a delay of 0.50 ms . For this study, depending on the processing conditions used to print 14 specimens (see Table 2), the substrate temperature ranges from 290 to $390^{\circ} \mathrm{C}$, which is very different from the $23^{\circ} \mathrm{C}$
used in our initial calculations. It is clear that the higher the initial temperature of the material prior to laser exposure, the smaller the cooling rate and temperature gradient, and consequently, the larger the grain size and the lower the grain aspect ratio. To assess the impact of this temperature increase on the deviations between the modeling and experimental results of this study, we recalculated the grain size and the grain aspect ratio of 14 specimens used for the model calibration (Figure 9), replacing the initial temperature of the powder bed of $23^{\circ} \mathrm{C}$ with that calculated using the multi-track approach presented above.

As an example, the grain sizes ( dxz ) and the grain aspect ratios (GAR) predicted for Specimens 1 and 3 using the substrate temperatures of either 23 or $390^{\circ} \mathrm{C}$ are compared with their experimental equivalents in Figure 14. The comparison shows that taking into account the temperature of the substrate improves the precision of both grain size and grain aspect ratio predictions. This confirms the possibility of using the simplified analytical model of this study for multi-track simulations, but additional effort needs to be deployed in order to obtain more reliable results. In fact, we only evaluated the influence of the temperature at the end of the part path. To develop a real multi-track model, this process should be replicated for every point along the laser journey.


Figure 14. Grain size (a) and grain aspect ratio (b) predictions for Specimens 1 and 3 with variable initial substrate temperatures ( $23^{\circ} \mathrm{C}$ blue, $390^{\circ} \mathrm{C}$ red); average experimental data are presented by horizontal bars.

Finally, in order to evaluate the time efficiency of this approach, the cooling rate (CR) and the thermal gradient (TG) values were calculated using both the heat conduction model of this study and the concurrent thermal fluid model [24] for one set of LPBF parameters and $1 \times 1 \times 1\left(\mathrm{~mm}^{3}\right)$ volume space divided in $10^{6}$ elements. To obtain the CR and TG values, the heat conduction model required 15 s per CPU, while the thermal fluid model required 100 s per CPU.

## 5. Conclusions

A simplified analytical model of the LPBF process was used to develop the grain size and aspect ratio prediction algorithm for a given powder feedstock and a given LPBF system. Using a set of microstructure calibration coupons built with the laser power varying from 255 to 350 W , the scanning speed from 1000 to $3000 \mathrm{~m} / \mathrm{s}$, and the hatching space from 60 to $90 \mu \mathrm{~m}$, this model was adapted for a water-atomized iron powder and an M280 EOS LPBF system. The approach was then validated for different alloys and processing conditions using data from the literature, thus demonstrating that this model can be used for the LPBF process simulation. It was also shown that the hatching space and layer thickness values have a direct influence on the creation of the processing map, as previously demonstrated in [41-43], and must be taken into account during the calibration step. This step represents a must-follow requirement to improve the prediction capability of the model. This calibration step allows compensation for the fact that the model does not take into account the
specificities of a given LPBF system related to particular heat transfer and recoating conditions, which influence the final microstructure of manufactured parts. However, once calibrated for a selected LPBF system, the model could be used for different alloys processed with the same system to provide insights into the grain size and grain aspect ratio in the printed part.
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