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Abstract: We present a novel and first-of-its-kind information-theoretic framework for the key
design consideration and implementation of a ground-to-unmanned Aerial Vehicle (UAV) (G2U)
communication network with an aim to minimize end-to-end transmission delay in the presence of
interference in Space-Air-Ground Integrated Networks (SAGIN). To characterize the transmission
delay, we utilize Fano’s inequality and derive the tight upper bound for the capacity for the G2U
uplink channel in the presence of interference, noise, and potential jamming. In addition, as a function
of the location information of the UAV, a tight lower bound on the transmit power is obtained subject
to the reliability constraint and the maximum delay threshold. Furthermore, a relay UAV in the
dual-hop relay mode, with amplify-and-forward (AF) protocol, is considered, for which we jointly
obtain the optimal positions of the relay and the receiver UAVs in the presence of interference, with
straight-line, circular, and helical trajectories as UAV tracing. Interestingly, increasing the power
gives a negligible gain in terms of delay minimization, though may greatly enhance the outage
performance. Moreover, we prove that there exists an optimal height that minimizes the end-to-end
transmission delay in the presence of interference. We show the interesting result of the delay analysis.
In particular, it is shown that receiver location and the end-to-end signal-to-noise power ratio play a
critical role in end-to-end latency. For instance, with the transmitter location fixed to (0, 0, 0) and the
interferer location set to (0, 500 m, 0), the latency generally increases with increasing the receiver’s
vertical height (z-axis). With the receiver’s horizontal coordinates, i.e., (xR, yR) set to (0, 0) reducing
the receiver’s height from 200 m to 50 m decreases the delay latency (codeword length) by more than
30% for an interference-limited channel. Whereas, for an interference channel with a signal-to-noise
power ratio equal to 30 dB, the latency decreases by approximately 2%. The proposed framework can
be used in practice by a network controller as a system parameters selection criteria, where among a
set of parameters, the parameters leading to the lowest transmission latency can be incorporated into
the transmission. The based analysis further set the baseline assessment when applying Command
and Control (C2) standards to mission-critical G2U and UAV-to-UAV (U2U) services.

Keywords: delay; latency; information-theoretic; interference; trajectory; UAV

1. Introduction
1.1. Background and Motivation

The construction of Satellite-Terrestrial Co-exist at Scale Communication Infrastructure
(SCSC) has a significant strategic role in developing next generation of wireless commu-
nications. It requires both efficiency increase of the spectrum utilization and resilience
in co-exist technology with the fast-growing space and air applications and large-scale
ground communications. Unmanned Aerial Vehicles (UAVs) formed networks serving
as aerial access points or relays can significantly enhance the coverage and quality of
service in Satellite-Terrestrial coexistence networks. Furthermore, the dynamic mobility of
UAVs provides flexibility and efficiency for infrastructure construction and deconstruction
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in disaster or extreme areas in public safety domains. Targeting an energy-efficient and
interference-resistant transceiver system that enables non-interruptive coexistence in Space-
Air-Ground Integrated Networks (SAGIN), there is a strong need to leverage UAV-based
relay communications to connect ground communications and space communications.
However, the state-of-the-art research faces challenges in scheduling and risk assessment
of co-existence capacity among massive primary and secondary users, small networks, and
public and private carriers’ spectrum utilization.

In addition to the Satellite-Terrestrial Co-exist communication demands, 5G and
upcoming 6G wireless systems are expected to support an ultra-reliable and low-latency
communication link (URLLC) to enable uninterrupted and ubiquitous connectivity to
mission-critical services where robust information exchange is important [1]. The third
generation partnership project (3GPP) aims to cover three generic connectivity technologies
for 5G and beyond systems: URLLC, enhanced mobile broadband (eMBB), and massive
machine-type communication (mMTC) [2]. eMBB is designed for applications that have
high requirements for the data rate, such as high-resolution video streaming whereas
mMTC focuses on applications that support the massive number of machine-type devices
with ultra-low power consumption. In contrast, URLLC is designed for delay-sensitive
services and applications. For example, the services including intelligent transportation
systems and tactile internet have reliability requirements of (1− 10−3) ∼ (1− 10−9) at
latency between 1 ms to 100 ms [3]. However, due to the dynamic and fast-fading channel,
shadowing, and path loss over wireless links, it becomes challenging to meet the quality-
of-service (QoS) requirement for URLLC systems. To meet the challenging demands of
5G wireless networks, 3GPP has recommended integrating unmanned aerial vehicles
(UAVs) into wireless cellular networks [4]. With a high probability of establishing a Line-of-
Sight (LOS) communication link, UAVs are more likely to provide better link quality over
short-distance. Moreover, UAVs are generally cost-effective and offer more flexibility for
on-demand communication systems in low-altitude environments. As a result, UAVs and
electric vertical take-off and landing (eVTOL) have received significant research attention
in wireless communications [5–7].

A system model for UAV relay-assisted IoT networks was presented to primarily
explored the impact of requested timeout constraints for uplink and downlink transmis-
sions [8]. A problem to maximize the total number of served IoT devices was formulated.
The authors jointly optimized the transmission power, trajectory, system bandwidth, and
latency constraints for the full-duplex UAV-assisted IoT devices. In another work, a single-
hop and multi-hop relay-assisted UAV network with a ground-based transmitter and
receiver, the problem of finding the optimal UAV location to minimize the impact of inter-
ference was investigated [9]. In Ref. [10], the authors thoroughly analyze the impacts of 5G
communications with interference variations and apply machine learning algorithms to
improve the system resilience based on the detected interference attributes. In Refs. [11,12],
the reasoning and classification system of interference source is proposed and validated. A
radar altimeter redesign for multi-stage interference risk mitigation in 5G was proposed to
address the interference corresponding to the Federal Aviation Administration (FAA) safety
concerns for the aviation industry regarding the permission for 5G deployment via the
Federal Communications Commission (FCC) [12]. A theoretical framework was presented
to determine the minimum number of UAVs required and their optimal locations to meet
the minimum requirement of the received average signal-to-interference ratio. Considering
a heterogeneous wireless network of a ground base station, relay aerial vehicles, and a high-
altitude platform, the end-to-end delay and reliability analysis of downlink communication
links was investigated [13]. It was demonstrated that even with a very efficient interference
mitigation technique employed, the current wireless networks designed for terrestrial users
are unsuitable to meet the URLLC requirements for downlink control communication to
aerial vehicles.

To improve the communication performance and network connectivity for the ground
nodes or vehicles in a 3D urban scenario, particle swarm optimization was utilized to
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find the optimal UAV positions functioning as relay nodes [14]. To validate the proposed
approach, an indoor experiment was also conducted. However, it is to be noted that, there
were no communications among the relayed UAVs. In another work, a model predictive
control approach was utilized to construct an energy-efficient communication link between
the ground nodes with UAV operating as a relay node [15]. In particular, a problem was
formulated to optimize the source’s transmit energy and the UAV’s propulsion energy by
jointly optimizing the UAV’s mobility and transmission across the multiple access channel.
However, the approach was limited to a linear trajectory where it was assumed that the
UAV is moving along a single dimension at a fixed height with no lateral displacement. In
Ref. [16], a throughput maximization problem was formulated for a UAV-assisted mobile
relay network. The problem was based on jointly optimizing the trajectory of the relay UAV
node and the power allocation of the source and relay node, subject to the information-
causality constraints. In particular, the authors considered two scenarios. In the first
scenario, the relay trajectory was kept fixed, and it was shown that the optimal source and
UAV power allocations obey a staircase water-filling structure with non-increasing and non-
decreasing power levels at the source and UAV, respectively. Whereas, in another scenario,
an iterative algorithm was presented to jointly optimize the UAV trajectory and the power
allocation in an alternating way. In another similar work [17], however, considering the
circling operation of the fixed-wing UAV, a rate optimization approach is presented for
UAV enabled wireless relay network. It was assumed that there is no direct link between
the ground-based source and the destination. A variable rate protocol was developed to
optimally adjust data rate depending on the location of the UAV. It was shown that the
proposed approach significantly outperforms the conventional fixed-rate relaying network.

Since there is no regulatory and well-defined pre-allocated spectrum band for UAV
communications, it makes constructing a UAV-assisted communication network a non-
trivial task. Therefore, UAV-assisted network generally coexists with other wireless net-
works, e.g., cellular networks [18]. Thus, formulating the problem of delay minimization
given the reliability constraint is critical. This is the main fact that motivated us in formulat-
ing the information-theoretic-based framework to investigate the end-to-end transmission
delay in the presence of interference. Utilizing our existing outdoor 5G testbed [19], Over
the Air (OTA) verification and extension of the proposed work is being performed.

1.2. Contributions

Unlike traditional terrestrial or satellite communication networks, the air-to-ground
integrated network is affected by the limitations arising simultaneously from the following
segments, i.e., from the aspects of mobility management, power control, and end-to-end
QoS requirements. Therefore, given the practical resource constraints of an air-to-ground
integrated network, it is critically important for an integrated network to achieve optimal
and reliable performance given the restriction in power consumption. Therefore, optimal
system integration and network design and configuration are of great significance in an
air-to-ground and air-to-air integrated network. To this end, a novel information-theoretic
approach to the design of an optimal air-to-ground integrated network that assesses and
minimizes end-to-end transmission latency in the presence of interference, white noise,
and potential jamming is presented. The main contributions of this paper are listed below.

• An information-theoretic framework is presented for the design of an optimal ground-
to-UAV communication network that minimizes end-to-end transmission delay. The
proposed framework is useful as it describes the minimum transmission latency a
UAV network must satisfy while achieving a given level of reliability in terms of the
average error probability. In particular, we first derive a tight upper bound for the
capacity of the air-to-ground integrated channel in the presence of interference and
white noise. Subsequently, given the reliability constraint, a framework is developed
to analyze the delay introduced in the channel.

• A straight-line, circular, and helical trajectories are considered for UAV tracing. Further,
considering the general air-to-ground network with inter-relay communication, the
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results are presented to comprehensively characterize the optimal performance of
the system towards end-to-end delay minimization. It is shown that despite the
simplicity of the point-to-point direct link, the latency of the amplify-and-forward
(AF) relayed-based link can be lower if the relay is properly located.

• In addition, the power consumption restriction in the air-to-ground and air-to-air
networks is considered. Within the range of allowable system latency, the optimal
transmit power is derived based on the location information of a UAV. From the
analysis, it is shown that increasing the transmission power is not always the proper
solution to the delay minimization problem.

The rest of the paper is organized as follows. In Section 2, the system model is
presented. The delay analysis is presented in Section 3 whereas results and discussions are
depicted in Section 4. The conclusions are drawn in Section 5 whereas Section 6 describes
the potential challenges and future work. The list of abbreviations and their definitions
used in this paper are listed in Abbreviations.

2. System Model

An interference network is considered, where a transmitted signal is corrupted by
the interference signal plus the additive white Gaussian noise (AWGN). In this noise-plus
interference-limited network, there can be two types of communication links: a direct
link from the ground base station (BS) to the receiver UAV and a relay-assisted link from
the BS to the receiver UAV. Let the ground BS, located at (xT , yT , 0), communicates to
the receiver (Rx) located at (xR, yR, zR) in the presence of interfering nodes located at
(x(i)I , y(i)I , 0), i ∈ ΦI . ΦI is a subset containing all interfering nodes transmitting at time t.

Let the BS transmits with power PT over a channel with path loss exponent αT and

fading coefficient hT . dT =
√
(xT − xR)

2 + (yT − yR)
2 + (zT − zR)

2 is the distance between
the BS and Rx. sT is a code word of length N and is a sequence of N numbers such that
sT = (sT1 , sT2 , · · ·, sTN ). The code word sT for an underlying ground-to-UAV channel may
be thought of geometrically as a point in N-dimensional Euclidean space. The impact of
the channel impairment due to the Gaussian noise and interference is then to move sT to
a nearby point according to a spherical Gaussian distribution. sT(t) are random symbols
drawn from a constellation size M with unitary mean power. P(i)

I denotes the transmit
power of the ith interfering node. The notations used in this manuscript are listed in Table 1.

Table 1. Notations.

Parameter Description

dc Block length of the code word sT

Rc Code rate

PT Transmit power

P(i)
I Transmit power of the ith interfering node

PN Power of the amplifying node

φe Reliability constraint

ΦI Number of active interfering nodes at any time t

hu,v channel gain between the nodes u and v

αu,v Path loss exponent of the link u→ v

α
(i)
I,v

Path loss exponent of the link between the ith interferer and the vth
receiver

{θA,D
u,v , (θE,D

u,v )} ∈ θu,v
Azimuthal (Elevation) angle of Departure for the link between the uth
transmitting node and vth receiving node
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Table 1. Cont.

Parameter Description

{θA,D(i)
I,v , (θE,D(i)

I,v )} ∈ θ
(i)
I,v

Azimuthal (Elevation) angle of Departure between the receiver v and
the ith interfering node

{θA,A
u,v , (θE,A

u,v )} ∈ θu,v
Azimuthal (Elevation) angle of arrival for the link between the uth
transmitting node and vth receiving node

{θA,A(i)
I,v , (θE,A(i)

I,v )} ∈ θ
(i)
I,v

Azimuthal (Elevation) angle of arrival between the receiver v and the
ith interfering node

du,v 3D distance between the nodes u and v

wR(t) AWGN noise at the input of the receiver

wN(t) AWGN noise at the input of the relay node

N0 Noise spectral density

Buv Link bandwidth between the nodes u and v

du,v 3D distance between the nodes u and v

B Information bits in a codeword message of length dc

An AF relay channel with one hop is considered, as illustrated in Figure 1.

Figure 1. System model.

To avoid interference between the ground BS and the relay, it is assumed that the
information transmission is conducted via time division where the transmission from the
ground BS to the receiver is divided into two time slots. In the first slot, the signal is received
by the relaying UAV, which is then amplified, and in the second slot, the amplified signal is
received by the receiver UAV. An arbitrary relay UAV can normalize and re-transmit the
received signal. With the power PN , the re-transmitted signal sN is represented by:

sN(t) =
√

PNYN(t)√
E
[
|YN(t)|2

] =

√
PN

(√
PTd−αT,N(θT,N)

T,N hT,NsT(t) + wN(t)
)

√
PTd−αT,N(θT,N)

T,N |hT,N |2 + BTN N0

, (1)
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where PT is the transmit power of the ground BS and wN denotes the white noise at the
input of the relaying UAV. E[·] represents the expectation operation. Following (2), the
signal received at the receiver is expressed as:

YR(t) = sN(t)

√
d−αN,R(θN,R)

N,R hN,R + ∑
i∈ΦI

√
P(i)

I d
−α

(i)
I

(
θ
(i)
I

)
i,R h(i)I,Rs(i)I (t) + wR(t). (2)

Figure 2 illustrates the signal flowchart of the underlying system.

Figure 2. Signal flowchart of the proposed system.

We consider that the G2A and the A2A communication links experience LOS propaga-
tion with LOS probability PLOS,h, h ∈ {hT , hT,N , hN,R, hI,R, hI,N}, expressed as [20]:

PLOS,h =
1

1 + f1 exp(− f2(θh − f1))
, (3)

where f1 and f2 are environment-dependent parameters determined by the building density
and heights. Due to the LOS path for all the described links, the small-scale channel fading
gain h can be assumed to follow the Rician model with PDF given by:

fh(h) =
h

σ2
h

exp

(
−

h2 + ρ2
h

2σ2
h

)
I0

(
hρh

σ2
h

)
, h ≥ 0, (4)

where σh and ρh represent the strength of the LOS and Non-Line-of-Sight (NLOS) compo-
nents. I0(·) is the zeroth order modified Bessel function of the first kind. Following (4),
the Rice factor Kh(dB) of any link h ∈ {hT,R, hT,N , hN,R, hI,R, hI,N}, can then be defined as

Kh(dB) = 10 log10(
ρ2

h
2σ2

h
). We like to point out that the Rice factor Kh is a function of the

parameters such as the carrier frequency and the elevation angle θh [13].
We define the instantaneous signal-to-noise ratio (SNR) of arbitrary link u→ v, from

the transmitter u, u ∈ {T, N} to the receiver v, v ∈ {N, R}, over the known interference
channel as:

λuv =

∣∣∣∣√Pud−αuv(θuv)
u,v hu,v

∣∣∣∣2
BuvN0

, (5)

and the power ratio between the intended received signal at v, v ∈ {N, R} from u,
u ∈ {T, N}, and the interference signal from the ith interfering node is expressed as:
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γ
(i)
uv =

∣∣∣∣√Pud−αu,v(θu,v)
u,v hu,v

∣∣∣∣2∣∣∣∣∣ ∑
i∈ΦI

√
P(i)

I d
−α

(i)
I,v

(
θ
(i)
I,v

)
i,v h(i)I,v

∣∣∣∣∣
2 . (6)

The expression in (6) is general enough to be treated as a signal-to-interference
ratio (SIR).

Following the results obtained in Equations (5) and (6), the expression for the signal-
to-interference plus noise ratio (SINR) can readily be obtained as:

Ξ(i)
uv =

∣∣∣∣√Pud−αu,v(θu,v)
u,v hu,v

∣∣∣∣2∣∣∣∣∣ ∑
i∈ΦI

√
P(i)

I d
−α

(i)
I,v

(
θ
(i)
I,v

)
i,v h(i)I,v

∣∣∣∣∣
2

+ BuvN0

. (7)

Averaging over the fading statistics described in (4), we obtain the average received
SNR λ̄uv as illustrated in (8). Gs,t

m,n[·] in (8) represents the Meijer G-function [21]. The
derivation steps are provided in the next subsection.

λ̄uv =

√
Pud−αu,v(θu,v)

u,v

(
−2πσ2

hu,v

)
BuvN0

exp

(
−

ρ2
hu,v

2σ2
hu,v

)
G2,1

3,4

[
2ρ2

hu,v

σ2
hu,v

∣∣∣∣ −2,−1, 1
2

0,−2, 0, 1
2

]
. (8)

Proof of (8)

Utilizing (4) and (5) and applying the identities [22] (eq. 03.02.26.0006.01) and [22] (eq.
01.03.26.0007.01), the average received SNR for the link u→ v can be expressed as depicted
in (9).

λ̄u,v =

√
Pxd−αu,v(θu,v)

u,v

BuvN0

(
π

σ2
hu,v

)
exp

(
−

ρ2
hu,v

2σ2
hu,v

)
∞∫

0

h3
u,vG1,0

1,3

[
h2

u,v

ρ2
hu,v

σ2
hu,v

∣∣∣∣ 1
2

0, 0, 1
2

]
︸ ︷︷ ︸

Term I

−h3
u,vG1,1

1,2

[
h2

u,v

2σ2
hu,v

∣∣∣∣ 1
1, 0

]
G1,0

1,3

[
h2

xy

ρ2
hu,v

σ2
hu,v

∣∣∣∣ 1
2

0, 0, 1
2

]
︸ ︷︷ ︸

Term II

dhu,v



. (9)

Applying the identity [22] (eq. 07.34.21.0009.01), and by utilizing the fact that the
gamma function has simple poles at negative integers, it can be readily shown that the
integral in the Term I in (9) is guaranteed to approach zero irrespective of the values of
σ2

hu,v
and ρ2

hu,v
. We like to point out that the gamma function is a meromorphic function

that has simple poles at negative integers [23]. Finally, applying the identity [22] (eq.
07.34.21.0011.01), the integral depicted in Term II can be computed to a closed form as

2
(
−σ4

hu,v

)
G2,1

3,4

[
2ρ2

hu,v
σ2

hu,v

∣∣∣∣ −2,−1, 1
2

0,−2, 0, 1
2

]
. Substituting the equivalent closed-form expressions

corresponding to Term I and Term II in (9), the expression for the average received SNR is
obtained as shown in (8).

3. Delay Analysis

The critical and important questions we would like to answer in this work are:
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• What is the transmission latency of the G2U communication link under the given
system parameters?

• What are the optimal locations of the relay and the UAV to have a positive impact in
minimizing the transmission delay?

More precisely, our objective is to minimize the delay in transmitting messages be-
tween the transmitter and the receiver in UAV communication while guaranteeing a
required level of reliability φe, such that,

Pe(dc, Rc) ≤ φe, (10)

where Pe(dc, Rc) represents the average error probability of the code with length dc and rate
Rc. The channel code rate R is a function of the input target signal distribution fT , the input
interference signal distribution f I , λ, and γ. The channel code rate Rc is achievable if there is
an encoding function to map each transmitted message S to sT and there is another decoding
function to map each received signal Y and interference information to a transmitted
message as Ŝ, such that the average error probability Pe(dc, Rc) , Pr[S 6= Ŝ]→ 0 when N
goes large. Following this, we define the reliability function in terms of the error exponent
of the channel as [24]:

E(Rc) = − lim
dc→∞

sup
ln Pe,min(dc, Rc)

dc
, (11)

where sup(·) represents the supermum function and Pe,min(dc, Rc) denotes the infimum or
the greatest lower bound of the error probability over all (dc, Rc) codes for a given dc and
Rc. It can be readily shown that the error exponent depicted in (11) is upper bounded by
the sphere packing exponent:

E(Rc) ≥ max
ρ>0
{E0(ρ)− ρRc}, (12)

where:

E0(ρ) = − log
∞∫
−∞

(∫
(P(YR|sT ))

1
1+ρ dP(sT)

)1+ρ

dYR (13)

where P(sT) denotes the cumulative distribution function of the input sT and P(YR|sT )
is the probability density (or mass) function of the output Y given the input sT . ρ is a
parameter, 0 ≤ ρ ≤ 1, and should be selected such that dc is minimized. Utilizing (8), (10)
and (12), and applying the identity [25] (Equation (11)), the minimum transmission delay
introduced into the channel in order to satisfy the reliability constraint is given by:

dc ≥
ρB− log φe

G1,2
2,2

[
λ̄uv

∣∣∣∣ 1, 1
1, 0

] , (14)

where B represents the information bits in the codeword of length dc.
We define the capacity of the uplink ground-to-UAV channel impaired by the known

interference as:

C(λ, γ) = sup
fT

[
inf
f I

Rc( fT , f I , λ, γ)

]
subject to E[sI ]

2 = 1,E[sT ]
2 = 1

(15)

Next, we present a tight upper bound for C(λ, γ) defined in (15).
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To decode the transmitted message S correctly with a low probability of error, the
conditional entropy H(S|YR, sI) has to be close to zero [26]. Following this, and applying
Fano’s inequality [27] into the definition of channel entropy, it can be readily shown that:

dcRc( fT , f I , λ, γ) ≤ I(S; YR, sI) + dcζdc , (16)

where ζN is the error detection parameter satisfying the condition lim
dc→∞

ζdc = 0. Applying

the definition of mutual information and utilizing the fact that S and sI are independent, (16)
can be written as:

dcRc( fT , f I , λ, γ) ≤ H(YR|sI )− H(YR|S, sI ) + ζdc , (17)

where H(YR|sI ) can be interpreted as the uncertainty in Y conditional on sI . H(YR|S, sI )
accounts for the reduction in uncertainty of Y conditional on sI from the observation of sI .
Substituting the expressions for H(YR|sI ) and H(Y|S, sI ) into (17), the tight upper bound
for the capacity of the air-to-ground channel is derived as illustrated in (18). Np in the
summation term in (18) denotes the packet length. Tc represents the block of symbols over
which the channel is assumed to be constant. Next, we provide the detailed derivation
steps of (18).

Rc,uv ≤
(Tc − 1)

Tc
log

(
1 +

Pud−αu,v(θu,v)
u,v ‖hu,v‖2

BuvN0

)

+
1

Np

Np/Tc

∑
j=1

E
sI,j

log

1 +
Pud−αu,v(θu,v)

u,v ‖hu,v‖2

∑
i∈ΦI

P(i)
I d
−α

(i)
I,v

(
θ
(i)
I,v

)
i

∥∥∥h(i)I,v

∥∥∥2∥∥∥s(i)I,j

∥∥∥2
+ BuvN0


+ ζdc

. (18)

3.1. A Note on Fano’s Inequality

Fano’s inequality states that the probability of error Pe, which is the probability of
incorrectly choosing one hypothesis over the other, is bounded by:

Pe ≥
(H(A|B)− 1)

log 2(K)
(19)

Fano’s inequality states that the probability of error is lower bounded by the condi-
tional entropy of the hypothesis given the observed data, divided by the logarithm of the
number of hypotheses. It implies that as the conditional entropy decreases (indicating more
informative data), the probability of error decreases.

3.2. Proof of (18)

Applying the chain rule and utilizing the fact that conditioning reduces entropy,
H(YR|sI ) can readily be expressed as shown in (20).

H(YR|sI ) ≤
Np/Tc

∑
j=1

 max
trace

[
E
[
sT,j ,s∗T,j

]]
≤T

E
sI,j

[
log(πe)T

× det
[

PTd−αT,R(θT,R)
T,R hT,RE

[
sT,j, s∗T,j

]
+ ∑

i∈ΦI

P(i)
I d
−α

(i)
I,R

(
θ
(i)
I,R

)
i,R

[
s(i)I,j

(
s(i)I,j

)∗]
+ BTRN0 I

]]}. (20)
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where I is the identity matrix. Subscript j represents the block index. It follows that Np/Tc
should be a positive integer. Following a similar approach as illustrated in [28], with some
simple mathematical manipulations, (20) can be written as illustrated in (21).

Utilizing the chain rule for entropy, H(Y|S, sI ) can readily be expressed as shown
in (22). Applying the Markov chain, the expression in (22) is reduced to the expression as
illustrated in (23).

H(YR|sI ) ≤ Np log(πe) +
Np(Tc − 1)

Tc
log
(

PTd−αT,R(θT,R)
T,R + BTRN0

)
+

Np/Tc

∑
j=1

E
sI,j

[
log

(
PTd−αT,R(θT,R)

T,R + ∑
i∈ΦI

P(i)
I d
−α

(i)
I,R

(
θ
(i)
I,R

)
i,R

∥∥∥s(i)I,j

∥∥∥2
+ BTRN0

)]. (21)

H(YR|S, sI ) =
Np/Tc

∑
j=1

H
(
yj
∣∣y1, · · ·, yj−1, S, sI

)
=

Np/Tc

∑
j=1

H

 ∑
i∈ΦI

√
P(i)

I d
−α

(i)
I,R

(
θ
(i)
I,R

)
I,R h(i)I,j s(i)I,j + wR

∣∣∣∣∣∣y1, · · ·, yj−1, S, sT , sI

. (22)

H(Y|S, sI ) = Np log(πe) +
Np(Tc − 1)

Tc
log(BTRN0)

+
Np/Tc

∑
j=1

E
sI ,j

log

 ∑
i∈ΦI

P(i)
I d
−α

(i)
I,R

(
θ
(i)
I,R

)
I,R

∥∥∥s(i)I,j

∥∥∥2

+ wR

. (23)

Substituting (21) and (23) into (12), and applying simple mathematical manipula-
tions, yields (18).

Pu,min ≥

(1 + ρ) exp
(

ρB− log φe

dc,max

)
∣∣∣∣∣∣ ∑
i∈ΦI

√
P(i)

I d
−α

(i)
I,v

(
θ
(i)
I,v

)
I,v h(i)I,v

∣∣∣∣∣∣
2

+ BuvN0

− 1


× 1

d−αu,v(θu,v)
u,v ‖hu,v‖2

.

(24)

We like to point out that, since the channel is random over a single transmission
interval with the assumption that the channel state information is not available to the BS,
and considering the capacity as defined in (15), it is now possible that C(λ, γ) = 0 with
nonzero probability irrespective of the link range and transmission power. Therefore, the
power allocation approach may not be an optimal solution for the uplink G2U networks.
Moreover, it is now impossible to guarantee successful information transmission with
φe = 0 and C(λ, γ) > 0.

Next, we obtain the minimum transmit power Pu,min required at node u, given the
maximum allowable delay dc,max and the reliability constraint φe at the receiver v. Follow-
ing (2), (12) and (13), the tight upper bound on the transmit power requirement, subject
to the reliability constraint and the maximum delay threshold, can readily be derived as
shown in (24).

4. Results and Analysis

The simulation parameters are summarized in Table 2. We consider a slow-fading
channel, where the actual channel gains are assumed to be constant, however, random over
a single transmission interval. Unless otherwise stated, the interferer coordinates are set to
(0, 500 m, 0). To get a satisfactory statistical average, for each link configuration parameter
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set, 1000 realizations of normally distributed independent random variables are generated.
The delay is then obtained by averaging the results over 1000 realizations. For brevity,
we assume one interfering node. We consider the following three cases to describe the
link geometries.

• Case I: It considers a scenario where the receiver is located above in a region near the
vicinity of the transmitter;

• Case II: It considers a scenario where the receiver is located above in a region near the
midway of the line joining the transmitter and the receiver;

• Case III: It considers a scenario where the receiver is located above in a region near
the vicinity of the interfering node.

Table 2. System Parameters.

Parameter Value

Packet size 32 bytes

Rice factor of G2A link 5 ∼ 12 dB

Rice factor of A2A link 10 ∼ 12 dB

Noise spectral density N0 [13] −174 dBm/Hz

LOS (NLOS) fading standard deviation 4 (6) dB

θu,v [29] Randomly generated according to 3GPP TR 36.777

θ
(i)
I,v [29] Randomly generated according to 3GPP TR 36.777

Model parameter f1 [30] 12.08

Model parameter f2 [30] 0.11

Model parameter ρ 0.5

Carrier frequency fc 3.5 GHz

Transmit power (unless stated) 35 dBm

Interferer power (unless stated) 10 dBm

Reliability constraint φe (unless stated) 10−4

Bandwidth Buv (unless stated) [31] 100 kHz

Performance over Different UAV Trajectories and Optimal Relay Selection

For a detailed analysis, we consider the following UAV trajectories. That is a straight-line
trajectory, circular trajectory, and helical trajectory. Figure 3 shows the signal-to-interference
plus noise ratio (SINR) relative to the time-of-fly for different trajectories. The transmitter
location is set to (0, 0, 0). In obtaining the results shown in Figure 3a, the interferer location is
set to (30 m,−10 m, 0), whereas for Figure 3b, the interferer location is set to (35 m,−15 m, 0).
Three trajectory options are examined: straight-line, circular, and helical paths. The results
reveal significant variations in SINR values along the trajectories. The straight-line path exhibits
decaying SINR values along the trajectory, as it is the shortest and the direct path. The helical
path shows periodic fluctuations in SINR due to changing distances from the transmitter and
interference source. Analyzing the SINR and flight times for different UAV trajectories provides
valuable insights into their impact on wireless communication systems. The results emphasize
the importance of trajectory selection in achieving reliable and efficient communication links.
Moreover, it is important to note that, as the interferer changes its location, the pattern changes.
These results can also be verified from Figure 4. Figure 4a,b represent the SINR profile for
different interferer locations. It can be inferred that the statistical characteristics of SINR are
closely related to many performance metrics of UAV networks. By understanding the variations
in SINR and flight time, system designers and operators can make informed decisions to
optimize UAV communication performance.
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Figure 3. Signal-to-interfernce plus noise ratio (SINR) relative to the time-of-fly for different trajecto-
ries. (a) SINR relative to the time of flight: (XI , YI , ZI) = (30 m,−10 m, 0). (b) SINR relative to the
time of flight: (XI , YI , ZI) = (35 m,−15 m, 0).
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Figure 4. SINR profile along different trajectories relative to various interferer’s locations. (a) SINR
profile: (XI , YI , ZI) = (30 m,−10 m, 0). (b) SINR profile: (XI , YI , ZI) = (35 m,−15 m, 0).

To maximize the SINR and thereby minimize the latency, we consider the problem of
selecting the optimal relayed UAV node. Figure 5 shows the optimal relayed UAV selection
for three different trajectories. The transmitter is set to (0, 0, 0), whereas an interferer is
located at (10 m, 20 m, 0). The objective function is to maximize the received SINR, and the
constraint includes the total transmit power.
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Figure 5. Cont.
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Figure 5. Optimal relay selection for different trajectories. (a) Optimal relay selection: Straight-line
trajectory. (b) Optimal relay selection: Circular trajectory. (c) Optimal relay selection: Helical trajectory.

Figure 6 shows the SIR variation with receiver height (zR) at different positions along
the line joining the BS and the interferer. For Case I, as zR increases, the signal of interest
becomes weaker, and hence, the interference becomes relatively stronger. On the contrary,
for Case III, increasing zR results in a weaker interference thereby making the signal of
interest relatively stronger and hence higher SIR. However, the nearly constant SIR for case
II can be attributed to the fact that both, the signal of interest and the interference signal,
become weak proportionally with increasing zR.

In Figure 7a–c, we show the results for the delay, while varying the receiver height
zR for several channel conditions, i.e., over the interference-limited channel, and when
λ̄ = 30 dB and λ̄ = 0 dB, respectively. In Figure 7a, as expected, we can observe that
for an interference-limited channel, when the receiver is located above the transmitter,
the delay is an increasing function of the receiver height. In contrast, when the receiver
moves in either direction in a line joining the transmitter and the interferer, the delay shows
non-monotonic behaviors with the receiver height. Indeed, for the given link configuration
and the placements of the ground BS and the interferer, the delay first decreases with
increasing the height till the optimal height is obtained and then increases with the height.
This quasi-monotonic behavior can be attributed to the fact that increasing the receiver
height beyond the optimal height causes higher interference and path loss. In contrast to
the interference-limited channel, slightly different trends are observed in the interference-
plus-noisy channel. For example, in Figure 7b, when λ̄ = 30 dB, the delay increases with
zR irrespective of xR and yR, however, in Figure 7c, when λ̄ is very low, the three curves,
however, cannot be distinguished. It shows that noise is a dominating factor in this case.
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Figure 6. Signal-to-interference ratio relative to the receiver height for different yR along the line
joining the transmitter and the interferer.
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Figure 7. Delay profile as a function of the receiver height over different channel conditions (Case I).
(a) Interference-limited channel. (b) Interference channel with end-to-end received signal-to-noise
power ratio λ = 30 dB. (c) Interference channel with end-to-end received signal-to-noise power ratio
λ = 0 dB.

Figure 8 presents the end-to-end delay profile relative to the receiver height for the
direct link over different channel conditions for Case II. The different curves in Figure 8a,b
demonstrate the impact of varying the receiver along the mid-point on the line joining
the transmitter and the interferer. Based on the results, a few important observations can
be made.

• If the UAV is located near the midpoint such that, dT,N > di,R, the delay first increases
rapidly with the height and then decreases gradually with further increasing the
UAV height. This monotonic behavior can be attributed to the fact that increasing the
height initially causes received signal power to decrease relatively at a higher rate
than interference and thereby reduces the number of packets successfully received.
However, at larger heights, the impact of the interference signal also reduces, thus
causing the delay to decrease gradually.

• Interestingly, and contrary to the above point, if the UAV is located near the midpoint
such that dT,N ≤ di,R, increasing the height does not reflect significant changes in
the delay.

Figure 9 depicts the delay performance relative to the receiver heights over different
channel types for Case III. The results reveal important observations on the delay charac-
teristics, that when the receiver is located in a region near the vicinity of the interfering
node, the performance is primarily dominated by interference. Interestingly, as can be seen,
the delay decreases with the increasing receiver height for all the curves under all channel
conditions. Where the delay values are finite but very high. The higher delay is due to
the increasing interference that reduces the success probability of transmission. Moreover,
it is to be noted that, irrespective of the channel conditions, the performance is primarily
dominated by interference and not by the Gaussian noise.
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Figure 8. Delay profile as a function of the receiver height over different channel conditions (Case II).
(a) Interference-limited channel. (b) Interference channel with end-to-end received signal-to-noise
power ratio λ = 0 dB.
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Figure 9. Delay profile as a function of the receiver height over different channel conditions (Case III).
(a) Interference-limited channel. (b) Interference channel with end-to-end received signal-to-noise
power ratio λ = 30 dB.

Given the location of the receiver and the interferer, the minimum delay a G2U
communication system must encounter for different values of λ̄ is illustrated in Figure 10.
In obtaining these curves, the interference power is kept constant at 30 dBm whereas, the
reliability constraint is set to 10−4. Following important observations can be made.

• As can be seen, the impact of increasing the signal power in minimizing the transmis-
sion delay dominates only if the UAV is located near a region above the transmitter.
However, it is to be noted that the negative rate of change of delay with respect to the
change in λ̄ approaches zero for larger values of λ̄. Moreover, it is also important to
note that, as the UAV approaches a region away from the transmitter and near the
interferer, the rate ddc,min

dλ̄
→ 0 even for smaller values of λ̄. It shows that increasing

λ̄ gives a negligible gain in terms of minimizing the transmission delay, though may
greatly enhance the outage performance.

• As low λ̄ values, increasing the height of the UAV does not necessarily impact the
delay performance. However, as λ̄ increases, the delay performance degrades with
increasing the height.
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Figure 10. Minimum delay relative to received SNR for different receiver locations.
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Given the range of allowable system latency that guarantees that the reliability con-
straint is met, the minimum transmission power required at the BS for different noise-to-
interference power (NIP) levels is illustrated in Figure 11. In obtaining these results, we
fix the location of the receiver and the interferer at (0, 250, 250) and (0, 500, 0), respectively.
The reliability constraint is set to Pe ≤ φe = 10−4. The key observations from the results
obtained are as follows:

• Given the reliability constraint and fixed NIP value, there exists a non-linear relation
between the allowable transmission delay and the corresponding transmit power
requirements. As can be seen, the required transmit power reduces significantly when
the allowable transmission delay is relaxed from its initial value. However, on further
relaxing the delay requirement, the required transmit power reduces gradually. This
phenomenon validates our claim that increasing the signal power beyond a certain
limit may not be an optimal solution to the delay minimization problem.

• Given the delay requirement and the reliability constraint, the required signal power
increases with increasing NIP. Importantly, it is to be noted that, this behavior follows
a constant rate of change of required transmit power with respect to the change in NIP,
irrespective of the delay requirement.

Figure 11. Required signal power relative to the minimum delay for different NIP levels.

Figure 12 shows the delay profile against the receiver height for different relay node
locations. The xR and yR coordinates of the receiver are fixed to (0, 250) and are located
midway of the line joining the transmitter and the interferer. The amplification gain of the
relay UAV is set to −3 dB. However, it is assumed that there is no noise at the input of the
relay. For the relay-assisted network, it can be seen that the delay increases with the height
initially and then decreases. This phenomenon is more dominating when the relay node is
located on the opposite side of the line joining the transmitter and the receiver. Moreover,
it can be seen that, as the relay node moves closer to the region between the transmitter
and the receiver, the delay performance improves. However, it is to be noted that, as the
relay node moves closer to the receiver, the delay though may be lower, but increases with
increasing the receiver height. Moreover, for the direct link, as the receiver height increases,
there is no impact on the delay performance. Intuitively, this behavior can be attributed to
the fact that, if the UAV is located near the region in the middle of the BS and the interferer,
changing the UAV height vary the signals strengths from the transmitter and the interferer
identically. In obtaining the results in Figure 12a–c, a few points are important to note.

• For the relayed-assisted network, we assume that there is no direct path between
the BS and the receiver UAV. Thus, the relay UAV in our case serves primarily as
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compensation for channel degradation due to the path loss and fading between the
ground BS and the receiver UAV. Therefore, no additional diversity is achieved in
this case.

• The relayed UAV utilizes an amplify-and-forward relaying protocol. Therefore, these
results will serve as a lower bound when compared with the conventional decode-
and-forward protocol.
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Figure 12. Delay profile relative to the relay node location for different receiver heights (without noise
amplification at the relay node). (a) Received signal-to-noise power ratio λ = −2 dB. (b) Received
signal-to-noise power ratio λ = 0 dB. (c) Received signal-to-noise power ratio λ = 5 dB.
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The results presented in Figure 13 are obtained with identical conditions as set in
obtaining the results in Figure 12, however, the relay node is assumed to have Gaussian
noise at its input with noise amplification considered.
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Figure 13. Delay profile relative to the relay node location for different receiver heights (with noise
amplification at relay node). (a) Received signal-to-noise power ratio λ = −2 dB. (b) Received
signal-to-noise power ratio λ = 0 dB. (c) Received signal-to-noise power ratio λ = 5 dB.
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In Figure 14, the joint optimization of the relay node and location and the receiver
height is presented with the aim to minimize the delay. In obtaining the results in Figure 14,
the end-to-end received average signal-to-noise power ratio is set to −2 dB whereas the am-
plification gain of the relay node is set to −3 dB. The relay node location index {1, 2, 3, 4, 5}
corresponds to the location coordinates as (0,−50, 50), (0, 00, 50), (0, 50, 50), (0, 100, 50),
(0, 150, 50), respectively. xR and yR are set to 0 and 250.
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Figure 14. Optimal link configuration for minimum delay.

Figure 15 shows the impact of the relay node location in minimizing the delay. Inter-
estingly, it is to be noted that due to the hammock shape of the delay profile, as illustrated
in Figure 15, there is only one global minimum, and the optimal relay node location corre-
sponding to this global minima can readily be obtained using convex optimization. Recall
that in obtaining the results in Figure 15, our dual-hop AF scheme does not exploit the
existence of the direct link from the BS to the UAV for the coherent combining of signals at
the receiver. Ignoring the direct link in this analysis provides an upper bound on the delay
that can be achieved over an interference plus noise G2U channel.

Figure 15. Delay profile relative to the relay node location.

Next, as a proof of concept, we compare the proposed framework with the conven-
tional ground-to-UAV communication system [30]. Figure 16 illustrate the improvement in
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the received SINR in the proposed system for different relayed locations, when compared
to the conventional direct G2U communication link. In obtaining the results presented in
Figure 16, for brevity, the transmitter locations for both systems are set to (0, 0, 0), whereas
the horizontal coordinates of the receiver for both systems are set to (0, 300 m). For gen-
erating the curve for the conventional system, the parameters considered are adopted
from [30]. For the proposed system, we consider three different relayed UAV locations
given by (0, 50, 50), (0, 100, 50), and (0, 150, 50) (meters). The interferer location is set to
(0, 0, 500) (meters). It is interesting to note that, the proposed system outperforms the
conventional system over the entire receiver’s height variations. For instance, when the
relayed-UAV is located at (0, 50, 150 m), the proposed system outperforms the conventional
system by approximately 12 dB, 6 dB, and 2 dB for receiver locations (0, 300, 10), (0, 300, 50),
and (0, 300, 300) (meters), respectively.
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Figure 16. Performance comparison of the proposed framework with the conventional G2U commu-
nication system.

5. Conclusions

In this work, we have presented an information-theoretic framework to assess the
delay of the G2U integrated network, and propose strategies for reducing the system
delay. Based on the location information of the UAV in the scenarios of point-to-point
G2U, we derived the tight upper bound for the channel capacity utilizing Fano’s inequality
and obtained the tight lower bound on the transmit power requirement subject to the
reliability constraint and the maximum delay threshold. In addition, a relay UAV in the
dual-hop relay mode, with amplify-and-forward protocol, is considered, for which we
jointly obtain the optimal positions of the relay and the receiver UAVs in the presence of
interference, and is compared with the point-to-point G2U link which ignores the relay.
Despite the simplicity of the point-to-point direct link, the latency of the AF relayed-based
link can be lower if the relay is properly placed. We further extended this observation
and its impacts on communication performance by applying the optimal relay selection
in various trajectories for UAV tracing, including three typical trajectories listed in this
paper: straight-line, circular, and helical. We identified the optimal relay selection along
each of the traces. The optimal relay selection provides benefits in terms of SNR, which
could be translated into dramatic increases in power gain, energy efficiency, range, and
capacity. Moreover, our results show that increasing the transmit power may not always
be an optimal solution for latency minimization problems, especially when the receiver
UAV is not located near a region above the transmitter, though it may significantly improve
the outage performance. This work contributes to fundamental research in enabling the
UAVs formed networks serving as aerial access points or relays to enhance the coverage
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and quality of service in SAGIN coexistence networks. We have formulated the problem to
optimize the relay node location with the objective of minimizing the delay. We have found
that when the receiver’s horizontal coordinates are fixed to (0, 250 m) and are located in
a region midway of the line joining the transmitter and the interferer, the delay increases
with the height initially and then decreases. For instance, when the amplification gain
of the relay node is set to −3 dB with location coordinates set to (0, 0, 50 m), the delay
(codeword length) increases from 23 to 42 when the receiver’s height increases from 10 m
to 50 m. However, on further increasing the receiver’s height from 50 m to 300 m, the delay
decreases sharply from 42 to 30. A potential extension of this work relates to investigating
the ground-to-multi-relayed UAV networks, which can offer higher reliability at the cost of
even more system complexity.

6. Challenges and Future Work

Despite the great potential of the proposed framework in identifying the optimal relay
node position and receiver location in the presence of an interferer while minimizing the
latency, the UAV-enabled communication faces a few challenges that need to be efficiently
integrated into the analysis. These challenges include the distortion in the received signal
power due to the hovering of the relay UAV and the receiver UAV. In particular, UAVs
introduce mobility-related challenges. Varying orientations due to the hovering may affect
the link quality and may result in a jitter noise.

Future work could be to include the channel impairment due to the hovering condi-
tions and performing the outdoor experimental analysis. We would also like to conduct an
experiment considering multiple UAV relay nodes and multiple receiver UAVs.
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Abbreviations
The following abbreviations are used in this manuscript:

3GPP Third Generation Partnership Project
AF Amplify-and-Forward
AWGN Additive White Gaussian Noise
BS Base Station
C2 Command and Control
eMBB Enhanced Mobile Broadband
eVTOL Electrical Vertical Take-off and Landing
FAA Federal Aviation Administration
FCC Federal Communications Commission
G2U Ground-to-UAV
LOS Line-of-Sight
mMTC Massive Machine-Type Communication
NLOS Non-Line-of-Sight
OTA Over the Air
QoS Quality-of-Service
SAGIN Space-Air-Ground Integrated Networks
SCSC Satellite-Terrestrial Co-exist at Scale Communication Infrastructure
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SINR Singal-to-Interference Plus Noise Ratio
SIR Singal-to-Interference Ratio
SNR Singal-to-Noise Ratio
U2U UAV-to-UAV
UAV Unmanned Aerial Vehicle
URLLC Ultra-Reliable and Low-Latency Communication Link
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