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Abstract: This work proposes a fully integrated ecosystem composed of three main components with
a complex goal: to implement an autonomous system with a UAV requiring little to no maintenance
and capable of flying autonomously. For this goal, was developed an autonomous UAV, an online
platform capable of its management and a landing platform to enclose and charge the UAV after
flights. Furthermore, a precision landing algorithm ensures no need for human intervention for
long-term operations.
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1. Introduction

Multirotor Unmanned Aerial Vehicles (UAVs) are a fundamental tool in a multitude
of applications [1-4]. The applicability of UAVs in a diverse range of fields is partly due to
their ability for hovering, their high maneuverability, and a reasonable payload-size ratio
for carrying task-specific sensors or actuators. A significant part of the current research
related to UAVs is focused on higher-level tasks, such as navigation or task planning [5,6].
In addition, the high degree of autonomy and reliability of UAVs allows for exploring
remote operations with minimum intervention from the operator, which has led to a recent
paradigm shift in applications such as site surveying.

Remote operations become more efficient if they can be conducted for longer periods,
since UAVs’ deployment and assembling overhead becomes less significant. However,
operating UAVs remotely for extended periods requires additional capabilities for most
typical applications. Procedures like charging (or swapping) batteries or ensuring safe
UAV storage must now be achieved without human intervention. Additionally, it is
advantageous if the system is fitted with a communications module capable of reaching
a central control station [7]. Agriculture [1,8], first-aid response [9-11], surveying and
photogrammetry [12,13] or strategic positioning for unscheduled monitoring [14-17] are
examples of applications that can benefit from autonomous remote operations. In extensive
agriculture fields, one or more landing bases can be placed in optimal locations allowing
periodic surveying for monitoring the crops’ growth and health [18]. Similarly, first-
response entities might decide to deploy UAVs at strategic locations and request their
activation when needed by a central control station upon an emergency. The closest (or any
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other relevant selection criteria) UAV to the occurrence can be activated and can live-feed
useful information in preparation for human assistance [19-22].

The key aspect that will permit the widespread deployment of UAVs and enable
their use in almost all sectors of the economy is autonomy. Autonomy is key to achieving
low-cost extended remote operations and it is supported by advanced computer vision al-
gorithms that allow very precise landing onto a charging base station (even if its location is
unknown to the UAV), a very reliable and fault-tolerant communication system, and an on-
line platform allowing for real-time situation awareness and autonomous decision making.

1.1. UAV Monitoring Platforms

A well-known open-source tool used for manual flight control and autonomous flight
planning is called QGroundControl [23]. This provides configuration and support for
UAUVs that run PX4 [24] or Ardupilot [25] firmware. Its user interface uses a satellite map
to display the currently connected UAVs and allows the user to plan a mission by adding
waypoints on the map. Aside from these functionalities, this tool offers few advantages
since it cannot store data continuously in a database, rather, it can only provide real-time
data [26].

Another platform, FlytOS [27], which is a holistic cloud platform to connect UAVs, of-
fers a wide variety of features. For example, this platform provides plugins for autonomous
planning, collision avoidance, and thermal camera integration. However, FlyOs is pro-
prietary software that requires the user to implement and start using this custom-made
solution. Moreover, this platform lacks an important feature, namely, allowing the user to
obtain insights by reviewing previous flights and analyzing them in terms of their success
or failure [26].

It can be stated that although there are currently many platforms available for UAV
monitoring, a robust and reliable platform implementing a rich set of high-level abstrac-
tions, with an open Application Programming Interface (API) that can be extended based
on specific application needs, is still unavailable [28-31].

1.2. Algorithms for UAV Precision Landing

Multirotor UAVs are extremely flexible and are used in a variety of operations such as
agriculture [32], search and rescue, or inspection [33,34]. However, this flexibility usually
comes with a significant limitation: limited range and flight time due to the low battery
storage capacity. In scenarios where a repeatable operation is required during periods
longer (typically much longer) than the current maximum flight time, a solution that
supports the charging or replacement of batteries is needed [35]. Existing landing base
solutions are typically available only for small UAVs [36-41].

Different authors have approached the relative position problem (UAV and landing
pad) differently, and they have proposed different solutions [42]. In general, researchers
assume that Global Navigation Satellite System (GNSS) receivers do not provide an ac-
ceptable position error for the application scenarios [43-46]. Hence, the most common
technique adopted to solve the relative position problem uses computer vision to compute
the position of the multirotor relative to the landing pad.

Usually, when a computer vision approach is used, it is assumed that there is prior
knowledge of the pattern structure. In order to detect the desired landing location, visual
markers are usually used. One of the most common is the classic “H” which describes
a heliport [47-49]. Furthermore, other types of patterns are used for specific cases, such
as various circumferences, which may be either concentric [50] or not [51]. When using
patterns with circumferences, it is common to utilize ellipse fitting techniques [52] for
pattern matching. In order to obtain a heading reference for the pattern, it needs to
be asymmetric. The pattern can be asymmetric in its shape or other features, such as
color [53-55].

Many fields of mobile robotics use active markers, such as patterns with visible
spectrum Light Emitting Diode (LED) [56-58], or other ranges of the light spectrum (e.g.,
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infrared) [59-61]. For example, D. Kim et al. [62] uses an active marker on the location of
multiple ground robots. The light from the marker is modeled in a way that it is possible
to detect the pattern and exclude false positives.

Black and white patterns such as Apriltags [63] and Quick Response (QR) codes [64]
are also used as markers. Mengyin Fu et al. [64] uses a mixed marker with a QR code
inside of a circle. This way, it is possible to detect the shape of the circle when the vehicle is
further away and then the QR code when it is closer, thus allowing to have a pose with a
lower error. A similar approach was used by Grobler [65], where the author tests which
shape is faster to detect, combined with an Aruco marker.

The usage of fiducial markers can be improved using high contrast materials, as
exposed by Aalerud [66], such as reflectors combined with matte materials. Aruco and
Apriltags are low-resolution fiducial markers, allowing usage at higher distances; how-
ever, their detection algorithms have different computational needs and provide position
solutions with different levels of error associated [67].

1.3. Proposed Work

At the core of our complete solution for low-cost extended autonomous remote
operations is a self-powered charging landing base responsible for safely enclosing a
medium-size UAV and charging its batteries. In addition, the charging landing base
contains a communication module used to communicate with both the UAV and a remote
control station. Furthermore, it is constructed in a way that is visually identifiable by
a flying UAV. Using Real-Time Kinematics (RTK) positioning, the static nature of this
charging landing base allows it to be used as a GNSS RTK base, constantly communicating
with the UAV (the RTK system rover). To increase the energy efficiency of the system,
solar panels charge the landing base. These solar panels are also used to charge the
UAV’s batteries.

In this document, we focus on UAV computer vision and UAV-landing base com-
munications required for precision landing. Assuming that the GNSS positioning might
not be reliable for proper landing, a computer vision algorithm has been developed and
implemented. This algorithm ensures that the UAV goes to the desired landing location and
aligns its heading. The latter is essential to ensure a proper landing and, most importantly,
to be able to charge the batteries without the need for complex alignment mechanisms on
the charging landing base. Furthermore, the communications capability in the landing base
allows for remote control and monitoring of the UAV and base, even without a direct link
between the control center and the UAV.

The remaining manuscript is organized as follows. First, Section 2 presents an
overview of the system proposed in this document, from monitoring the UAV via a cloud
platform to the landing maneuver onto the charging landing station using computer vision.
The application environments are presented in Section 3, with the results presented in
Section 4. Section 5 describes and discusses the experimental results. Conclusions and
future work to improve our system are discussed in Sections 6 and 7, respectively.

2. Materials and Methods

Three fully independent systems were designed, implemented, and integrated to have
an ecosystem capable of operating autonomously without the need for human intervention.
The Hexa Exterior Intelligent Flying Unit (HEIFU) UAYV, the beXStream fleet management
platform, and the ALPHA Landing Base and Charging Station. These components are
orchestrated by the platform backend, which coordinates both the landing base (and
charging station) and the UAV.

In the following subsections, these three systems are further explained. We start by
presenting the overall architecture of the solution, followed by detailed descriptions of each
system and how they were integrated to satisfy the requirements of a low-cost solution for
extended autonomous remote operations. The precision landing algorithm (with an error
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below five centimeters) is vital for the whole ecosystem. It ensures that the UAV lands in a
position suitable for being charged by the charging station.

2.1. Architecture

This document proposes the architecture depicted in Figure 1. The beXStream platform
is the mastermind of the solution, controlling all assets (UAVs and landing bases are covered
in this document but can in the future be used to remotely manage any asset, for example,
individual sensors and actuators) via different communication channels. Furthermore, it
integrates different frontend applications that enable users to monitor and execute actions
with ease.
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Figure 1. Proposed architecture for remote autonomous operations.

The HEIFU code architecture was developed in a Robot Operating System (ROS),
which allows greater flexibility and easier integration of future additional features. More-
over, ROS provides several modules that can be adjusted or reused to fit new purposes. In
this section, we use terms intrinsic to ROS in order to explain each component represented
in Figure 1. The control for the ALPHA landing base was developed in Node js since it
only requires a primary interface to the platform.

2.2. beXStream Platform

The beXStream platform can manage different assets, integrate external APIs and
databases, and be easily integrated by third-party developers. A high-level block compo-
nent architecture of the platform is illustrated in Figure 2. In this figure, it can be observed
that the backend is responsible for managing all other modules. It orchestrates transactions
between different components that are dockerized and instantiated whenever needed.
Depending on the data type, different databases are integrated into the beXStream, such
as influxDB [68], elastic search, and MySQL. Diverse frontend applications can be used to
access the APIs exposed by the backend. For example, the web frontend can be accessed
via the link [69]. To make the whole system scalable, Kubernetes technology was used,
allowing maximum utility from containers and build cloud-native applications that can
run anywhere, independently of cloud-specific requirements.
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Figure 2. The beXStream platform architecture overview.

For safety issues, it is essential to have the capability to visualize, in real-time, the
UAV’s video stream. To address this issue, a media gateway based on Janus [70] was
integrated on the platform, alongside the modules required to address network connections,
which will be addressed on the following sub-modules.

2.2.1. Backend

The backend is the core module of the platform, where all the management and
security measures are developed. The backend controls the access of the several users that
log in via different frontends, as well as the assets. This module controls permission levels
and restricts users” access to their organization, so they can only control/view assets that
belong to them. Meaning that only users with the proper authorization and organization
can alter the asset configurations, send commands or view its stream. Security measures
such as multiple logins with the same account are blocked for users and assets. The
backend interacts with every module of the system. It creates the configurations needed
for the video stream that is then sent to the media gateway, depending on the camera’s
specifications of the UAV.

2.2.2. Media Gateway

For the management of the video stream, a media gateway was used, in this case
Janus-Gateway [70,71]. This gateway allows to receive a stream from an asset and broadcast
it to several clients, enabling them to observe the assets’ point of view. This module also
allows the management of several streams from different assets and switching perspectives
between them. The video stream quality is very dependent on the connection quality,
whether between the asset and platform or between the gateway and the client. To reduce
this sensitivity, the media gateway can implement a buffer for incoming packets that are out
of order, thereby increasing the stream’s reliability. In order to increase the compatibility,
transcoding of the video is done in the media gateway [72]. However, the transcoding is
not performed on most assets due to the heavy processing power needed in the process, as
it is proportional to the video resolution and framerate.

To start the transmission of the assets’ stream, it is necessary to register the asset in
the platform through a frontend. Each asset must be registered with a unique name and a
password. Once the registration is finalized, an encrypted configuration file is downloaded
to the client. This file needs to be inserted in the On-Board Computer (OBC) of the asset.
The file contains the access information for that specific asset, needed to communicate
with the system, encrypted using AES-128. This file must be in the home directory of
the asset. When an asset is turned on, it decrypts the configuration file and sends the
login information to the backend module, which replies with a token for this session. For
example, if the asset is equipped with a camera, then a session for the stream is created in
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the media gateway. The backend will generate a configuration depending on the camera’s
characteristics and send the information to the media gateway, which will give feedback
once the session is created. After the session setup is completed, the media gateway will
inform the backend of what port it is expecting the stream on, informing the UAV that
it can begin streaming towards that port. A flow chart of the process between a UAV
(example asset) and a client can be visualized in Figure 3. This stream is transmitted
using Real-time Transport Protocol (RTP) or Real-time Streaming Protocol (RTSP). Session
Traversal of UDP Through NAT (STUN) and Traversal Using Relays around NAT (TURN)
may be used to resolve connections problems. The communication between the client
and the media gateway is established by WebSocket Secure (WSS). At the same time, the
connection between the backend and the media gateway is made by Representational state
transfer (REST).

Video Stream Connection )

————Port

VideoStrea —o
¢ Request Sfream
WebRTC Offel

WebRTC fey
Stream

=

-ommemmmem= Stream (TURN) -=-------=--- »>

Stream (TURN relay)

Figure 3. Message exchanges to establish a video stream connection between the UAV and the
platform. The dashed lines represent the possible flow the RTP/RTSP streams when using STUN
or TURN.

Communication performance is an essential factor for the remote applications the
authors are trying to address. The article [5] details the communication pipelines used,
which allows telemetry data for the UAV to tolerate a delay and fit the Ultra Reliable
Low Latency Communications (URLLC) requirements [73]. The tests show that in the
majority of the European countries is possible to achieve a Round Trip Time (RTT) of
approximately 100 ms. Furthermore, if lower RTT is required, a new national instance of
the presented backend and media gateway can be deployed, which shortens the physical
traveling distances of the packages between the UAV to the backend and the backend
frontend application. From the multiple deployment experiences, the average RTT is not
as critical as the jitter and the network congestion are, which becomes more probable with
the increase of the physical distance and the different network hopping.

2.2.3. Frontend

The frontend was developed in Angular, exposing a website for the registration of
UAVs, managing users/organizations, and visualizing streams. It allows visualizing details
of the UAV and the landing platform, allowing the user to design different types of missions
and push them to the system. The mission planning screen can be visualized in Figure 4.
Using this page, a user can quickly draw the region of interest and remotely push the
mission to the UAV. Furthermore, on the website, a video player is used with baseline
characteristics to comply with all browsers. The stream is received over Web Real-Time
Communication (WebRTC), which uses a peer-to-peer connection. In most scenarios, the
clients will be behind a Network Address Translation (NAT), which means the platform
cannot address the client directly. In order to circumvent the NAT rules, a STUN server
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may be used, which serves to inform the corresponding peer of what their public IP is.
By sharing the STUN responses, the peers can communicate even when behind NATs.
However, if the client is behind a symmetric or carrier-grade NAT, then a TURN server
must be used to establish the connection. In order to ensure connectivity, a TURN server is
deployed in the system, based on a Coturn server [74].

BEXSTREAM Mission Builder

Figure 4. Frontend module of the beXStream platform to generate survey mission and transmiting it
to a UAV.

2.3. HEIFU UAV

The HEIFU (Figure 5) is the second component of the ecosystem. It is a hexacopter
designed with maximum flexibility to support any operation (e.g., precision farming,
search, and rescue). The UAV is equipped with an OBC running Ubuntu and ROS, being
an open platform that allows the integration of different inputs and is used to run multiple
tasks simultaneously, such as image processing or data relaying. Equipped with a depth
camera or a Light Detection And Ranging (LiDAR), HEIFU is capable of ambient perception
to do collision avoidance and path planning. In addition, HEIFU can be used with different
communication systems, such as a mobile network or Wi-Fi connection.

f »

-_‘
Figure 5. HEIFU UAV executing an autonomous flight.
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The main HEIFU specifications are:

Cube Orange autopilot (running Ardupilot): used to control low-level operation and
is responsible for ensuring a stable flight throughout the whole mission, following the
pre-defined path from takeoff to landing. This hardware contains an Inertial Measure-
ment Unit (IMU) and features a GNSS connection to provide the UAV’s position and
orientation. Furthermore, the Cube connects to the Jetson Nano embedded system via
a MAVlink protocol; through the Ultra High Frequency (UHF) receiver, HEIFU can be
piloted by a Radio Frequency (RF) controller.

RTK Positioning: based on a u-blox ZED F9P RTK [75] receiver, it can achieve much
better accuracy than conventional positioning since it counts on a base station capable
of delivering RTK differential correction information. For this purpose, the RTK
base station can be either a portable solution, like the beRTK [76] or simply using
the ALPHA Landing Base, providing a control accuracy in the range of 10 cm. The
positioning accuracy is paramount in core applications of the HEIFU portfolio (like
precision farming [77]).

Jetson Nano: used to control the high-level operation. It receives data from the distance
sensor (depth cameras), the Red Green Blue (RGB) camera, and communicates with
external devices via a WiFi link.

WiFi/Mobile Network Communications: the HEIFU counts on a native 4G modem. If
available, WiFi communications can also be used. HEIFU also features Bluetooth and
is prepared to carry a 5G modem to benefit from the higher bandwidth.

An RGB camera on a gimbal stabilizer.

For a better understanding of the communication between various system layers,

Figure 6 represents the connectivity to the communication layers.

Low Level Operator Control ‘ High Level

Sensors !

Communication

UHF Receiver WiFi Link

Ground Station
Communication

Active Gimbal

RGB Camera Sensor Package

Figure 6. HEIFU high-level connectivity diagram to the communication layers.

2.4. ALPHA Landing Base

The ALPHA landing base is the last component of the ecosystem. It acts as a charging

station for the UAYV, eliminating the task that usually involves human operators, namely,
the recharge of the UAV ’s batteries. Its main features are:

Solar Panels and respective Maximum Power Point Tracker (MPPT) for battery charg-
ing and self-powering;
Power-grid connection;
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e  Smart Charging System, which decides which power source to use and if the internal
batteries require charging;

e Internet connection (via WiFi or ethernet);

®  Weather Station: to estimate the wind speed and detect the precipitation levels;

*  Weight scale on the landing area. It helps the user quickly estimate the UAV payload
and allows the landing area to detect if the drone has landed and estimated the
maximum mission time for a specific payload and battery status;

*  GNSS positioning and RTK Corrections;

¢ Landing Base with multiple trackable patterns;

¢  Mission scheduling.

The ALPHA landing base is equipped with lead-acid batteries that can be charged
directly via power-grid or via solar panels placed on top of the shell, depicted in Figure 7).
In the first picture (left), the UAV is enclosed inside the landing area. In the second (middle),
the UAV is ready for a mission, and the landing platform has open the side panels. Finally,
in the last picture (right), the landing area is fully open, and after the UAV has received the
mission, it can safely takeoff.

‘ - . = ‘ e E

Figure 7. Landing platform prototype fully closed (left). Landing platform at the middle of the opening operation, with

side panels open and the lift on the bottom position (middle). Landing platform fully opened, and ready for the UAV

takeoff (right).

The landing base can also use different connections to communicate with the beXStream
platform, allowing remote control. A set of sensors such as the weather station and a scale
were incorporated on the landing base to provide helpful information that facilitates rou-
tine checks. The precision of the landing maneuver is of the utmost importance because
even a small error (more than 10 cm) can compromise the automatic charging and cause
the collision between the top covers of the Landing Base and the UAV. For this reason, the
landing base has an RTK base module that sends corrections to the UAV, improving its
positioning. Additionally, a set of three trackable patterns were introduced to the landing
base that is fused with the positioning odometry, increasing its accuracy.

To perform autonomous missions on a UAV stored in the landing area, the messages
depicted in Figure 8 are exchanged. These messages are explained in the following steps:

1. An availability check for the landing area and UAV to perform a mission. On this
point, the UAV should check if it has enough battery (defined by a battery charge
threshold), and the landing area should check the weather conditions.

2. Open the landing area. This is done in two steps:

*  Open side panels.
¢ Lift the ground platform.

Send a mission to UAV.

Perform mission.

Landing procedure.

Confirm UAV successful landing.

Close the landing area. This is done in two steps:

NG
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(a) Lower the ground platform.
(b) Close side panels.

8.  Start charging UAV’s batteries.

Mission setup message exchange )

&——— Mission Ready? Mission Ready? —_—
— ——Ready — S i&———Ready— |

Open Landing Box

— Side Panels Open

Lift-up - Ready for takeoff
R Mission Waypoints &

i~ Mission Ack _

Start Mission

Mission FinishN
"~ Confirm drone _—

Drone Ack

- = _ .
Close Landing Box

= = Lift down

S —— Landing Area Closed

" Start Charging —_—
———Charging—————— |

Figure 8. Messages exchanged between the landing area, the platform (backend component), and
the UAV to perform an autonomous mission without human intervention.

2.5. Computer Vision Positioning System

A precision positioning system and maneuver were developed for successfully landing
the HEIFU on a specific landing pad that allows storage and charging. This maneuver
needs to finish with a rendezvous at the centimeter-level accuracy in order to align the
electrical contacts of the UAV and the landing pad, thus enabling the charging of the UAV’s
battery. As stated previously, the landing error needs to be smaller than 10 cm. However,
the authors want to land with an error smaller than five centimeters. Despite providing
this level of positioning error, an RTK might not be enough due to setup errors. The setup
errors can be mainly caused by a wrongly setting of the landing pad center coordinates.
Since the landing pad does not have any information about its orientation, setting the
translation between the landing pad center and its GNSS antenna is also not possible. To
solve this problem, the setup of the landing pad enclosure needs to be placed on specific
previously geo-referenced points, which is labor-intensive and expensive work. As an
alternative that allows a more relaxed landing box’s position setup, a visual pattern was
constructed to be processed through computer vision for extended position accuracy.

The computer vision positioning system is composed as follows:

*  Avisual pattern created using reflective material drawn on the landing pad surface;
* A bottom facing camera on UAV capturing images at 30 Frames Per Second (FPS).

Using the previous knowledge of the visual pattern, computer vision techniques are
used to obtain the position of the UAV referenced to it. This method provides a way to
successfully land the UAV even if the landing pad’s global coordinates are not accurate at a
centimeter level. The landing pad only needs to be detected by the UAV camera, correcting
the final landing position.
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2.5.1. Visual Marker Description

Since the pattern needs to be seen by the camera from the beginning to the end of

the maneuver, the visual marker used (Figure 9) is a combination of three elements, each
having a specific function, allowing the continuous identification and usage of the marker
for a continuous UAV’s positioning.

Figure 9. Visual marker installed on the landing pad.

The three main elements are:

Masking frame—Its primary purpose is to mask the image by using only the area of
the image where the marker is, reducing false positives and processing time.
Custom pattern defined by six points—The marker has a dimension that allows
detection during the first step of the landing maneuver, even when the UAV is at an
altitude of 5 m.

Fiducial marker—An Aruco marker [78,79] is placed in a position on the landing pad
where the UAV camera can have it on the image after the successful landing at the
desired position.

The combination of the three elements on the same marker an event timeline defined

by three main events:

Initially, at an altitude of approximately five meters, the masking frame and the
custom pattern are the only detected elements due to the altitude. Additionally, since
the Aruco is not a circle, it is rejected by the custom pattern algorithm.

At mid-distance (less than two meters), the masking frame is not seen, but since the
pattern has a black background, the pattern occupies all the image, so there is no need
for it. At this distance, the Aruco can be detected alongside the custom pattern, both
providing position through vision.

In a final phase, at an altitude smaller than 50 cm, only the Aruco is seen on the image
until the end of the maneuver, when the UAV finally lands.

In order to achieve maximum contrast between the pattern elements and the back-

ground of the marker, the elements are constructed using a high visibility reflective tape
and the background with black velvet vinyl.
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The custom pattern combines six points divided into two sets of different colors (red
and white). The used colors ease the process of grouping the points by color during the
pattern detection process. The two colors are at the two ends of the Hue-Saturation color
spaces (white is a high hue and low saturation, and red is a low hue and high saturation).
Due to the usage of the reflective material, all the elements have a high Value channel.

The marker (Figure 10) was designed keeping in mind that it should not be fully sym-
metric since this would not allow obtaining the heading, which is needed for the alignment
with the charging pins. The symmetry axis is defined by the two white points (P1 and P5).
Two circles and a triangle are the geometric forms that constrain the pattern design:

e P1,P2, and P3 are the vertices of the triangle that is inside of a circle centered on the
middle of the landing pad;
e P4, P5, and P6 are the points where a circle intersects the previous triangle.

The start and stop altitudes where the different elements of the marker are detected
are constrained by their size. The most critical constraint for the marker size definition is
the landing gear. Since the landing gear needs to be ready in the final phase, the camera
should not capture it on the image since it will occlude the marker. Therefore, the camera
position and lens aperture are chosen not to be captured in the image. Using the camera
Field of View (FOV) and height, the Aruco size is chosen to fill almost all images, in this
case, a marker with ten centimeter side. The custom pattern size needs to be compromised
between being big enough to be seen at the highest altitude possible and still being detected
while the Aruco is also detected. The chosen size to meet this requirement is the circle
which comprises P1, P2, and P3 with a diameter of 75 cm.

r |

| S

Figure 10. Description of the elements of the custom pattern.

2.5.2. Image Processing

The UAV carries an Nvidia Jetson Nano as OBC, allowing the usage of the Graphics
Processing Unit (GPU) with Compute Unified Device Architecture (CUDA), improving the
execution time. The image processing pipeline depicted in Figure 11 can be divided into
four main parts:
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1. Image preparation at green—the lens distortion is removed to assess the angular and
linear relations of the pattern points. The image is converted to the Hue Saturation
Value (HSV) colorspace for more invariance to color thresholding;

2. Area of interest detection and custom pattern identification in yellow;

Aruco marker detection in gray;

4. UAV pose computation using the pattern position on the image plane.
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Figure 11. Image processing pipeline for UAV position estimation.

The captured image is affected by the lens’s characteristics due to its distortion [80].
To analyze the frame and assess angular and linear relations of the pattern points, it is
necessary to rectify them. In the case of the camera used on the final tests (Intel Realsense
DA435i), the image is rectified on-board, thus making the undistortion process unnecessary.
Nevertheless, this step is not omitted from the pipeline since it is necessary for the majority
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of the cameras. Furthermore, the rectified image (Figure 12) is converted from the RGB
colorspace to HSV due to its flexibility to changes of illumination, which is more suitable
for outdoor image color thresholding [81].
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Figure 12. Landing area ground pattern image after applying the rectification algorithm.

The three HSV channels were decomposed as depicted in Figure 13. From the HSV
channels, the Value is used to mask the potential points since the visual marker is con-
structed with highly reflective material. Therefore, from the visual analysis of the Value
image, it is possible to conclude that the ground where the landing base is can make it
difficult to detect the marker due to false positives identified.

Figure 13. HSV figure decomposed channels (from left to right, hue, saturation and value).

Using a masking frame is beneficial to deal with noisy backgrounds. It is also the first
element from the visual marker the algorithm searches for since it will help detect the other
elements. Detecting the masking frame consists of searching for contours on the value
channel image that form a square. Since for a given scenario, other squares can appear on
the image, all the detected squares are drawn on the masking image (left on Figure 14).
To ignore the lens flare (visible on the top right corner of the masking frame on the value
channel image from Figure 13), the masking frame is eroded, re-positioning the corners
of the square, reducing the mask area, and reducing the effect of the lens flare that could
create false positives. The image from the right is the value channel from Figure 13 with the
mask applied, allowing to highly reduce the potential points in the image and, therefore,
reducing the processing time.
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Figure 14. Masking image on the (left) and masked value channel image on the (right).

From this point, the masked value channel image is used by two threads: the Aruco
detection and the custom pattern detection. The Aruco detection uses the OpenCV [82]
Aruco library. Thus, this process will not be described in this document. However, since
the custom pattern points are circles, the next step is to find circles to exclude the Aruco
pattern from the list of possible points.

The list of possible points is used in order to group them into two different sets
according to their color. These are done using the characteristic exposed previously. The
red and white colors from the circles are at the two ends of the Hue-Saturation. This
gives flexibility to the circles’ threshold since a strict color value does not need to be used.
In order to achieve even higher flexibility, K-means [83] is used, trying to find two sets
of points organized using the color. The Hue value is defined by an angle on the color
spectrum. Due to its circular representation, values closer to the angular limits (0 and 360)
translate to the same color. To solve this discontinuity problem, the K-means uses the sine
of this Hue angular value.

Since the visual landing pattern is known, using the two sets of points makes it
possible to use the known angular and linear relations between the points to find the most
probable matches (Figure 15).

- < e
L

Figure 15. Landing ground pattern with the tagged custom pattern points overlaid.

The information regarding the position on the world frame and the position on the
image frame of the detected points is known. Since this marker is planar and usually
parallel to the camera frame, the usage of the OpenCV solvePnP method is not the best
choice, as it can output ambiguous 3D position solutions due to parallax. However, the
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image plane does not suffer from this effect, so a simple ratio between the size of the pattern
in the real world and the image is used to convert the image horizontal position error to
the world frame:

worldPatternSize(m)

WorldPositiony,(m) = imagePositiony, (px) x imagePatternSize(px)

)

In order to obtain the altitude of the camera to the pattern, the information from the
lens’ focal length is used:

worldPatternSize(m)
imagePatternSize(px)

WorldPosition,(m) = focalLength(px) x )

Due to the parallelism between the landing pad and the camera frame, there is no
need to calculate roll and pitch angles for this maneuver. This approximation is enough
to center and orient the UAV in relation to the landing base, as the camera is mounted on
a gimbal. The UAV’s position obtained through this method is the output of a Kalman
filter that deals with the offset between the position obtained using vision and the position
obtained through the UAV’s GPS. Thus, the vision position is used as an update. Only
the variation of the global position is considered to predict, thus reducing the effect of a
possible base position setup error.

2.6. Control and Trajectory

Computing the camera position in relation to a known marker has an error correlated
with the distance and the image resolution due to the pixel error. A higher distance
translates to one pixel capturing more area, i.e., discretizing the position on the world
referential, introducing error and noise on the obtained position. In order to ease the
maneuver, the allowed position error regarding the landing pad center is not constant
throughout all the maneuvers. This high flexibility at higher altitudes enables pattern
detection even if the provided landing pad coordinates have an error of a couple of meters.
The defined volume of acceptance has a conic profile as depicted in Figure 16.

10

—— Acceptance curve

XY Error (m)

Altitude (m)

Figure 16. Cross-section representation of conical volume of acceptance.
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The volume depicted on Figure 16 is defined by Equation (3), which is has input of
the UAV altitude a.

AllowedPosError(a) = minPosError x ¢"axPosErrorxa )

The minPosError parameter defines the 2D error when the UAV is landed, and the
maxPosError defines the aperture of the cone. Those two parameters define the allowed
position error during the maneuver.

For a smoother control, the maneuver is performed using a control in the velocity space.
The speed is limited to a variable value to adjust and smooth the descending maneuver.
During all the maneuvers, the UAV is always trying to center itself with the landing pad.
The altitude setpoint is adjusted according to the horizontal and orientation error. If the
UAV fails to meet the maximum allowed orientation error, it will stop descending and
adjust its orientation. In the case that the UAV horizontal error is not accepted, it will only
descend, setting the vertical setpoint to a value that is:

AltitudeSetpoint(a) = a — AllowedPosError(a) 4)

Figure 17 depicts the scenario where the UAV is outside of the acceptance cone. To
ease visualization, the dark blue line defines the perimeter of the semi-circle to state that
the setpoint is translated to a vertical position that corresponds to the acceptance curve
value for the current UAV altitude. Thus, as described previously, the position setpoint
is not (0, 0, 0), but (0, 0, 4.392), reducing the vertical component of the velocity vector,
smoothing the descending trajectory.
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Figure 17. Example of scenario where the UAV is outside of the cone during the landing maneuver.

3. Application Environments

This section describes where the proposed system algorithms were used. It is orga-
nized into two parts, where the first one describes the considered simulation environment,
and the second one presents the real environment.

3.1. Simulation

The simulation environment was constructed under the open-source Gazebo 3D
robotics simulator due to its compatibility and straightforward integration with ROS [84-87].
The UAV and landing base station models were added to the Gazebo simulator, as can be
seen in Figure 18. The camera setting for the simulated UAV is simplified since it is not
mounted on a 3D gimbal. It allows testing the effect of nonplanar images on the computer
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vision position algorithm. In order to be able to view all simulated UAV information by
topics, services, and actions (for example, acceleration sensors, image provided by an
RGB camera) in real-time, a 3D visualization tool for ROS, known as RViz, was used [88].
The algorithm can be directly applied and tested using this process without significant
differences between real and simulated scenarios.

h

Figure 18. HEIFU prototype in Gazebo simulation.

When the UAV needs to go to a base station to charge the battery, it receives the closest
landing base geographic position to navigate it, calculating a trajectory to the desired
destination. At this stage, only the geographic position is taken into account in the UAV-
based relative positioning estimation. Below a certain distance threshold, as explained
in Section 2.6, the visual information from the camera is used to detect the landing base,
helping the UAV positioning relative to the base station with a Kalman Filter (data fusion
between the camera and GPS information), until the complete landing (Figure 18). The
results presented below are obtained in the simulation environment, where the ground
truth is the Gazebo model position.

3.2. Real World

Given the positioning errors between the measured data and what is expected in the
simulation environment (due to the ability to obtain the ground truth of the simulated
UAV), in the real environment, the veracity and robustness of the algorithm proposed in
this document were tested.

The landing process is similar to the one described for the simulation environment.
When the UAV receives the position of the base station, it should land on top of it, as can
be seen in Figure 19.

Figure 19. HEIFU prototype testing in real environment.
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There are several factors to consider in the real environment that cannot be easily
replicated in the simulated environment (although the Gazebo simulator is very close to
the real environment). For example, variables like wind, GPS error, noise obtained by the
images coming from the camera, or the inertia of the UAV with the real payload cannot be
accurately predicted and might affect the simulation behavior.

4. Results

This section presents the main results of the different components of this work. The
evaluation of the method was divided into two components: the pattern detection on the
image and the error of the position obtained through this method. The pattern detection
results are from tests performed in simulation and real environments. Due to ground-truth
constraints, it was impossible to use the RTK position as ground-truth on the real-world
tests. Thus, only the images will be presented as results for this scenario.

Figure 20 has examples of the visual marker detection in different environments prov-
ing that it is capable of detecting with different conditions (i.e., altitude, focus, brightness,
background noise).

s S

(a) Simulated. (b) Real with noisy ground.

(c) Black background fully occupying (d) Detection at high altitude with unfo-
the image. cused image.

(f) Detection with landing pad not

aligned.

Figure 20. Detection of the marker in different environments and conditions.
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The Aruco marker, as stated previously, was designed to be visible on the final stage
of the maneuver until the end. Due to this constraint, when landed, the marker must be
visible on the camera, as presented in Figure 21.

Figure 21. Aruco marker detection when the UAV is landed.

Using information from flights performed on the simulator, a statistical representation
of the number of frames where the Aruco and the custom pattern were detected per second
related to the UAV altitude are presented in Figure 22. As described in Section 2.5.1,
initially only the custom pattern is detected, with the detection rate getting higher as the
altitude decreases. The number of invalid pattern detection decreases on pairs with altitude.
In the figure, it is also possible to observe the “handover” between the detection of the
custom pattern and the Aruco, which always allows having position through the computer
vision method. The used camera resolution constrains these results. A higher resolution
camera could detect the marker at higher altitudes, with the drawback of increasing the
processing time.
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Figure 22. Relation between altitude and visual marker elements detection rate on simulated environment.

On the real environment tests, the detection rate (depicted in Figure 23) does not
perform as expected. However, the custom pattern detection performs similarly to the
simulated scenario data, with a lower success rate and starting at a lower altitude. This
performance can be related to two factors, the lighting conditions, and the rejection con-
ditions. First, due to different lighting, the custom marker elements are not detected at
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a higher altitude (higher than five meters), only being detected at a higher rate for an
altitude of around three meters. Second, due to the pattern points’ strict rejection and
attribution rules, the invalid pattern detection rate is higher in the real scenario, even if
all points are detected. This is done by design to favor the most accurate detected frames
to achieve higher accuracy. The Aruco detection rate also performs differently from the
simulation, decreasing along with the altitude. This is due to phenomenons such as lens
flare or neighbor pixel saturation, as presented in Figure 24.
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Figure 23. Relation between altitude and visual marker elements detection rate on real environment.

Figure 24. Saturated image with Aruco marker on real world.

As detailed at the beginning of this section, only data from the simulation environ-
ment will be used to evaluate the positioning quality of this method. In the simulation
environment, the maneuver performs the same way every time since there is no effect on
lighting changes or GNSS receiver position noise. However, the setup error is simulated,
providing a landing pad position with an error to the maneuver. The trajectory described in
the plot in Figure 25 is from a flight where the UAV does a straightforward maneuver with
a profile similar (Figure 26) to the safety cone described in Section 2.6. The landing pad’s
pattern detection is easily identified in the following plots since the estimated position is
updated and approximates the ground truth.
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Figure 26. 2D trajectory of the UAV on the simulated environment during one maneuver, depicting
the conical volume of acceptance

Between the three and four meters of altitude, on Figure 26, there is an anomaly that
does not follow the safety cone. This phenomenon is caused by the combined control
of heading and position. Since the camera is not centered with the UAV rotation axis,
the UAV rotation moves the camera away from its centered position inside the cone. In
addition, the position correction induces a roll and pitch movement that, since the camera
is not mounted on a gimbal, causes an increase of the position error, as exposed later in
this section.

Figure 27 presents the decomposition of the 3D position of the UAV during the final
stage of the landing maneuver. From these plots, it is possible to notice the slow descending
of the UAV on the final 50 cm. This requirement is implemented to prevent the loss of
the Aruco marker from the image plane since it fills almost the entire image area. On the
vertical plot it is possible to notice the jump on the estimated position as soon the custom
marker is detected. The horizontal plot also depicts a position spike caused by the UAV
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attitude change. In the simulation environment, the UAV does not have a gimbal, causing
an increase of the position error due to the perspective effect.
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Figure 27. Positions along time on the final stage of the maneuver. Horizontal position along time (left). Vertical position along

time (right).

The position and heading error curves for this maneuver are depicted on Figures 28-30
illustrate the error of the three sources of position for the estimator and how they change
during flight. As described previously, the GNSS position of the landing pad is sent to
the UAV with an error, emulating the setup error. This error of 90 cm is the mean value
of the horizontal error presented on the autopilot position line of Figure 28. While the
only source of pose estimation is the GNSS and IMU from the autopilot, the estimated
position follows its value. When the custom pattern starts being detected, the estimated
position fixes to the value obtained through its detection using only the GNSS and IMU
position variation as an input. Analyzing the vertical error curves from Figure 29, it is
also possible to notice that the Autopilot Position error is not constant. This is due to the
intrinsic position noise of the GNSS receivers that can be assumed as white noise. Even
when the GNSS altitude curve keeps increasing its error, the estimated position error keeps
a value constant when the custom pattern is detected. It is also possible to notice that
until the UAV does not reach a lower altitude (less than 50 cm), the Aruco position has a
high error compared to the pattern position. This is due to the pixel error that is related to
distance to the visual marker.
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Figure 28. Horizontal position error during the maneuver.



Drones 2021, 5, 103 24 of 33

1.0
Autopilot Position
e Custom Patern
e Aruco
081 ¢ Estimated Position
' First custom marker detection
—— First Aruco detection
E
2 0.6
[
c
0
@
=}
o
N 0.4
=)
=4 Lo
& &
0.2 1
P
0.0 T T T
0 10 20 30 40

Time (s)

Figure 29. Vertical position error during the maneuver.

During the maneuver, the UAV keeps the heading until it detects the visual marker
since it does not have information regarding the landing pad orientation, as exposed in

Figure 30.
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Figure 30. Heading error during the maneuver.

Using the information from various flights performed on the simulated environment,
the following error curves were drawn regarding the position obtained through computer
vision since it is the only method dependent on the altitude. As the maneuver was started
at different altitudes, outliers occurred at different altitudes due to the error caused by the
roll and pitch from the position correction.

The pixel error is the leading cause of an error when computing the position using an
accurate visual marker detection. Since the visual marker has a fixed size, with the increase
of altitude, the size of the marker on the image plane decreases, increasing in this way the
distance to which each pixel matches, as described in Figure 31.
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Figure 31. Pixel error vs. altitude

Even so, the effect of pixel error affects the four states that are computed (depicted on
Figures 32-34). The one that exposes the effect with a higher magnitude is the plot from the
vertical position error in relation to the altitude, namely for the Aruco, where it is possible
to see a linear relation between the vertical position error and the altitude.
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Figure 32. Horizontal position error relation with altitude.

The position error of the sources for the pose estimator is presented in Table 1. Here,
it is possible to notice a fixed offset due to the unknown position and orientation of the
landing pad for the GPS and IMU positioning system (previously named autopilot position).
It is possible to notice that the horizontal position obtained using the custom marker has
almost eight times smaller horizontal error and the Aruco almost thirty times smaller when
compared with the GPS and IMU positioning. Furthermore, in the case of the Aruco is
possible to notice that the vertical error has a higher amplitude than the custom marker
due to the effect depicted in Figure 33.
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Figure 34. Heading error relation with altitude.

Table 1. Error of the position sources used by the position estimator.

Source Horizontal (m) Vertical (m) Heading (°)
GPS and IMU 0.918 £ 0.017 0.286 + 0.129 85.283 £ 0.785
Custom Marker 0.116 +0.113 0.029 £ 0.011 0.124 £ 0.157
Aruco 0.004 £ 0.006 0.078 £ 0.074 0.155 £ 0.136

Table 2 presents the error of estimated pose during the maneuver:

Initially, only the GPS and IMU pose is used to compute the estimated pose.

When hovering the landing pad, the custom pattern is detected, and the computer
vision position aids the estimation of the position, reducing the position error.

In the final stage, while all the three sources are used, the position error is even lower.
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®  On the Final Stage only the Autopilot and Aruco positions are used for the position
estimation. Therefore, this line on the table represents only the position statistics for

the final stage.

Table 2. Error of the estimated position during the landing maneuver.

Source Horizontal (m) Vertical (m) Heading (°)
Only GPS and IMU 0.931 + 0.007 0.169 £ 0.047 85.544 + 0.738
With Pattern 0.304 +0.314 0.060 £ 0.058 16.137 £ 32.999
All sources 0.173 £ 0.278 0.052 £ 0.046 9.066 + 25.949
Final Stage 0.005 + 0.006 0.041 + 0.019 0.069 + 0.061

The Final Stage horizontal position error shows that it is possible to position the UAV
on the final stage with a position error of 0.005 £ 0.006 m. Figure 35 depicts the horizontal
distance of the UAV to the landing pad center on a few maneuvers in the simulated
environment. In all the performed tests, the UAV could land with a position error smaller
than three centimeters, complying with the requirement of landing with a maximum error
of five centimeters.
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Figure 35. Ground truth position on the final stage of the landing maneuver.

5. Discussion

The communication range between the UAV, platform, and landing base is variable
with the area’s 3G, 4G, or WiFi coverage. The telemetry data consume a low amount
of bandwidth (less than 200 kbytes/s). Additionally, the UAV performs the missions in
an autonomous mode, so it has no problem losing connectivity periodically. In the tests
performed on the landing base, an ethernet cable was used. The landing base generated a
hotspot to ensure connectivity for itself and the UAV because the landing and takeoff are
the most crucial operation points.

Furthermore, when looking at the landing results, it was possible to conclude that
the algorithm can land below a three cm error both on the simulated world and on real
test setups. It was even possible to land without RTK GPS with a final position error
smaller than three centimeters on the tests performed in the real environment. With the
introduction of RTK GPS, it should be capable of reducing the absolute position error.
Regarding the computer vision techniques, the mask detector was able to work in all
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scenarios if the square is fully visible on the image frame. However, for other steps of the
algorithm, there are points where there is room for improvement:

e  Pattern Detection—In order to exclude false positives, the verification rules are too
strict, rejecting many frames even when the detection is successful.

®  Aruco Detection—The detection of the Aruco has as input a black and white image.
This black and white image is the result of a threshold of the Value channel. Currently,
the threshold value is predefined and works most of the time. A new way to define
the threshold value automatically could be used.

e  Position Estimator—Currently, the estimator was tuned using information from the
simulation data and needs to be tuned using real data.

*  Control—As described previously, the control maneuver, although effective, is not
smooth and fast enough. In the final step, the UAV takes a significant time to finish
the maneuver (i.e., eight seconds to descend 25 cm).

During the real tests, the effect of the GNSS position error, wind, and other irregulari-
ties exposed the need to improve the control loop of the UAV to smooth the UAV motion.

Commercial solutions, such as the DJI Mavic Pro Precision Landing, proved [89] to
be inferior with a position error of 8.76 cm without heading control. On the other hand,
Gongalves et al. [90] tested autonomous landing control with vector fields, using nested
fiducial markers on a computer vision system, achieving a horizontal landing error of
14 cm. Wang et al. [91] was capable of land on a stationary landing pad with a position
error smaller than 30 cm. Patruno et al. [92] also present a cascading pattern detection
algorithm, achieving a position error of 1.37 cm and 1.04 degrees. However, it does not
adjust the UAV yaw to a specific orientation.

6. Conclusions

This work proposes an ecosystem that allows UAV autonomous missions without
human intervention. To accomplish it, a set of three tools were developed and integrated,
which were carefully examined. A critical point is the landing maneuver that has to position
the UAV with centimeter-level accuracy for the charging operation to work. For this reason,
a positioning system and a maneuver that achieve a common error positioning and lands
the UAV in simulated and real environments with less than five centimeter error were
developed, complying with the position error requirements.

In the simulated environment, the UAV was capable of landing, achieving the desired
position error and detection rate of the visual marker elements. The tests performed in the
real world suffered from the lack of detected frames; nevertheless, the UAV was able to
land with a position error smaller than five centimeters even without the RTK position.
During the real trials, the landing maneuver was tested under different lighting conditions
to collect more data to test and make the algorithm work in more scenarios.

7. Future Work

The authors believe that some of the drawbacks perceived and reported in the conclu-
sions can be addressed, and parts of the algorithms can be optimized, such as:

e Improve the threshold for the Aruco marker detection.

¢ Use a different computer vision position technique that can compute the roll and pitch
of the UAV.

e Improve the maneuver control to make it smoother and faster, especially on the final
step, when the visual pattern is detected.

Additionally, new features can be added to the ecosystem. For these reasons, this work
will be continued with further updates on the components presented in this document.
The list below summarizes the key innovative ideas that will drive our future work:

e  HEIFU 5G connectivity chip on board.
e Adaption of the ecosystem for the medical area for critical transportation of assets
between clinics and hospitals.
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®  Benchmark of performance updates with the integration of sonar to the landing routine.

*  Remote visualization and configuration of the landing area sensors via the beXStream
platform.

*  Modification of the Landing Area to study other types of UAVs such as Hybrid VTOLs
(with multirotor and fixed-wing).
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Abbreviations

The following abbreviations are used in this manuscript:

API Application Programming Interface
CPU Central Processing Unit

CUDA  Compute Unified Device Architecture
FOV Field-Of-View

FPS Frames Per Second

GNSS  Global Navigation Satellite System
GPS Global Positioning System

GPU Graphics Processing Unit

LED Light Emitting Diode

LiDAR Light Detection And Ranging
HEIFU Hexa Exterior Intelligent Flying Unit
HSV Hue Saturation Value

IMU Inertial Measurement Unit

MPPT  Maximum Power Point Tracker
NAT Network Address Translation

OBC On Board Computer

QR Quick Response
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REST Representational state transfer
RF Radio Frequency

RGB Red Green Blue

ROS Robot Operating System

RTK Real Time Kinematics

RTP Real-time Transport Protocol
RTSP Real-time Streaming Protocol
RIT Round Trip Time

STUN Session Traversal of UDP Through NAT
TURN Traversal using Relays around NAT

UAV Unmanned Aerial Vehicle
ubpr User Datagram Protocol
UHF Ultra High Frequency

URLLC  Ultra Relieable Low Latency Communications
VTOL Vertical Take-off and Landing

WebRTC  Real-Time Communication

WSS WebSocket Secure
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