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Abstract: In real-life control problems, such as power systems, there are large-scale high-ranked
discrete-time algebraic Riccati equations (DARESs) from fractional systems that require stabilizing
solutions. However, these solutions are no longer numerically low-rank, which creates difficulties in
computation and storage. Fortunately, the potential structures of the state matrix in these systems
(e.g., being banded-plus-low-rank) could be beneficial for large-scale computation. In this paper, a
factorized structure-preserving doubling algorithm (FSDA) is developed under the assumptions that
the non-linear and constant terms are positive semidefinite and banded-plus-low-rank. The detailed
iteration scheme and a deflation process for FSDA are analyzed. Additionally, a technique of partial
truncation and compression is introduced to reduce the dimensions of the low-rank factors. The
computation of residual and the termination condition of the structured version are also redesigned.
Mlustrative numerical examples show that the proposed FSDA outperforms SDA with hierarchical
matrices toolbox (SDA_HODLR) on CPU time for large-scale problems.

Keywords: large-scale Riccati equations; high-ranked terms; deflation; partial truncation and
compression; doubling algorithm

1. Introduction
Consider the fractional system [1,2]

AWx(t4+1) = Ax(t) +Bu(t), y(t) = Cx(t), 1)

where a € (0,1) and (a) represents the order of the fractional derivative, A € RN*N,
B € RN*" and C € RN with m, 1 < N. If A("‘>x(t + 1) is approximated by the Griinwald-
Letnikov rule [3] at k = 1, the system (1) is equivalent to the discrete-time linear system

x(t+1) = Ax(t) + Bu(t), y(t) = Cx(¢), )

where A = h*A + «l and B = h*B. The corresponding optimal control and the feedback
gain can be expressed in terms of the unique positive semidefinite stabilizing solution of
the discrete-time algebraic Riccati Equation (DARE)

D(X) = —X+A'X(I+GX) 'A+H=0, A G, HecRV*N, ®3)

There have been numerous methods, including classical and state-of-the-art tech-
niques, developed over the past few decades to solve this equation in a numerically stable
manner. See [4-15] and the references therein for more details.

In many large-scale control problems, the matrix G = BR™ in the non-linear term
and H = C'T71C in the constant term are of low-rank with B € RN*m R ¢ Rméxms,
C e R"*N, T ¢ R >m" and m$, m" < N. Then the unique positive definite stabilizing
solution in the DARE (3) or its dual equation can be approximated numerically by a low-
rank matrix [16,17]. However, when the constant term H in the DARE equation has a
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high-rank structure, the stabilizing solution is no longer numerically low-ranked, making
its storage and outputting difficult. To solve this issue, an adapted version of the doubling
algorithm, named SDA_h, was proposed in [18]. The main idea behind SDA_h is to take
advantage of the numerical low-rank of the stabilizing solution in the dual equation to
estimate the residual of the original DARE. In this way, SDA_h can efficiently evaluate the
residual and output the feedback gain. An interesting question up to now is:

Can SDA solve the large-scale DARE: efficiently when both G and H are of high-rank?

The main difficulty, in this case, lies in that the stabilizing solutions both in DARE (3)
and its dual equation are not of low-rank, making the direct application of SDA difficult for
large-scale problems, especially the estimation of residuals and the realization of algorithmic
termination. This paper attempts to overcome this obstacle. Rather than answering the
above question completely, DARE (3) with the banded-plus-low-rank structure

A =D+ LKA (Lg) " @)

is considered, where DA € RN*N js a banded matrix, L{‘O, Lé% e RN*"" are low-rank
matrices and K4 € R™ %" is the kernel matrix with m? < N. The assumption of (4) is not
necessary when G and H are of low rank, i.e., in that case A is allowed to be any (sparse)
matrix. We also assume that the high-rank non-linear item and the constant item are of
the form

G =DC®+L°KS(LS)", H=DH + LHKH(LH)T, (5)
where D6, DH e RN*N are positive semidefinite banded matrices, LG e RNxmf
LH ¢ RNX’"h, KG € R"™>m8 and KH ¢ R™"*m" 4re symmetric and mS, m" < N (here m8
and m" might be zero). In addition, we assume that D4, DS, and DY are all banded matri-
ces with banded inverse (BMBI), which has some applications in the power system [19-21].
See also [22-29], as well as their references for other applications.

The main contributions in this paper are:

e Although the hierarchical (e.g., HODLR) structure [30,31] can be employed to run the
SDA to cope with large-scale DAREs with both high-rank H and G, it is the first to
develop SDA to the factorized form—FSDA—to deal with such DAREs.

®  The structure of the FSDA iterative sequence is explicitly revealed to consist of two
parts—the banded part and the low-rank part. The banded part can iterate indepen-
dently while the low-rank part relies heavily on the product of the banded part and
the low-rank part.

* A deflation process of the low-rank factors is proposed to reduce the column number
of the low-rank part. The conventional truncation and compression in [17,18] for the
whole low-rank factor does not to work as it destroys the implicit structure and makes
the subsequent deflation infeasible. Instead, a partial truncation and compression
(PTC) technique is then devised to impose merely on the exponentially increasing part
(after deflation), effectively slimming the dimensions of the low-rank factors.

®  The termination criterion of FSDA consists of two parts. The residual of the banded
part is considered in the pre-termination, and only if it is small enough, the actual
termination criterion involving the low-rank factors is computed. This way, the
time-consuming detection of the terminating condition is reduced in complexity.

The research in this field is also motivated by other applications, such as the finite
element methods (FEM). In FEM, the matrices resulting from discretizing the matrix equa-
tions exhibit a sparse and structured pattern [32,33]. By capitalizing on these advantages,
iterative methods designed for such matrices can significantly enhance computational
efficiency, minimize memory usage, and lead to quicker solutions for large-scale problems.

The whole paper is organized as follows. Section 2 describes the FSDA for DARE:s (3)
with high-rank non-linear and constant terms. The deflation process for the low-rank
factors and kernels is given in Section 3. Section 4 dwells on the technique of PTC to slim
the dimensions of low-rank factors and kernels. The way to compute the residual, as well as
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the concrete implementation of the FSDA, is described in Section 5. Numerical experiments
are listed in Section 6 to show the effectiveness of the FSDA.

Notation 1. I, (or simply I) is the N x N identity matrix. For a matrix A € RN*N, p(A)
denotes the spectral radius of A. For symmetric matrices A and B € RN*N we say A > B
(A > B) if A — B is a positive definite (semi-definite) matrix. Unless stated otherwise, the norm
|| - || is the F-norm of a matrix. For a sequence of matrices { A;}¥_,, TI'_; A; = AAx_1 ... A1 Ao.
For a banded matrix B, bw(B) represents the bandwidth. Additionally, the Sherman—Morrison—
Woodbury (SMW) formula (see [34] for example), (M +UDV )=l = M~! — M~'U(D~! +
VIM=IU) =1V T M~ is required in the analysis of iterative scheme.

2. SDA and the Structured Iteration for DARE

For DARE
D(X)=-X+A'X(I+GX) 'A+H=0

and its dual equation
D,(Y) = -Y+AY(I+HY) AT + G =0, (6)

SDA [7] generates a sequence of matrices, for k > 1

Gr Gr1 + Ak—1(I + Geo1H—1) 1Grq A4,
Hy = Hiq+ Al (Heo1(I+ Ge1He1) Ay, )
A A1 (I+ G Hiq) T A,

with Ay = A, Gy = G, Hy = H. Under some conditions (see also Theorem 1), { A;}
converges to the zero matrix and {Hy } and {Gy} converge to the stabilizing solutions of
D(X) = 0and D,(Y) = 0, respectively.

2.1. FSDA for High-Rank Terms

Given banded matrices D()L‘ = D4, DOG = DG and D(I]{ = DH, low-rank matrices LOG ,
L{b, Lgl , and L?O, and kernels K()“ = K4, Kg = KS, and Kéi = K in the structured initial
matrices (4) and (5), the FSDA is described inductively as follows, where

Ac=DP+ LKA (LY T, Ge=Dg +LEKE(LY), He =D + LIKH(LH T (®)

with sparse banded matrices DA,DE, Df € RNXN low-rank factors Lf‘k e RN kal,
L4 € RN G ¢ RNM [H ¢ RN*M Kernel matrices KA € R *" KG ¢ RMOM,
h h . .
K}:I € R"™*™ and mzl,mzz,m‘i, mli‘ < N. Without loss of generality, we assume that
my' = mg? = m® and K§' = Ly. Otherwise, Ly := L5t (K4') " and K§' := Iy fulfill
the assumption.
We first elaborate the concrete format of banded parts and low-rank factors for k = 1

and k > 2. Note that banded parts are capable of iterating independently, regardless of the
low-rank parts and kernels.

Case fork = 1.

In the first step, we will assume that Gy = Df); and Hy = D51 ,i.e., these matrices have
no low-rank part. Note that this is only performed in order to simplify exposition. The
fully general case with non-trivial low-rank parts will be shown in the case k > 2".

Insert the initial matrices Dg‘, DOG , and D(I){ and low-rank matrices Lﬁ) and Lﬁ% into
SDA (7). It follows from the SMW formula that

Df = D +DICHO(DY)T,
DI = DE + D HCHDE, : )
pf = D{eDf = Df(Df )T
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with

D{SHC — D (1, + DSDY) DS,
DASH — D{ (1, + DGDY) ™,

T _
D{"HOH — (DT (1, + DY/DE) DY)
D¢t HC = (D) " (I, + D{'D§) 1.
It follows from [35] (Lem 4.5) that the iteration (9) is well defined if DS; and D(IJJ are both

positive semidefinite.
The low-rank factors in (8) are

G _ [[A pDAGHGA H_ A pDATHGHTA
Ly = [L1p, Dy Lol, Ly = [L3y, Dg Liol, (10)
T
Lfy = [L{y DgCLg),  Lay = [Lap, D§ HOLy)]
and the kernels in the low-rank parts are
A\TPHGHGT A AVTpDHGHT A
KG — (L) Dy~ Lag Img KH — (Lig) Do ™" Lig Img (11)
! Is U L 0|
0 0
LA TDGHLA I <
Kiq _ (20) 0 10 “my (12)
Lo 0
0

with
D§HC = (I, + DD ) ~'D§, DECH = (1, + D D§)'Df, DG = (1, + DG D{) ™

8 _ o h — a
and my = m“, my = m".
Case for general k > 2.

By inserting the banded matrices D]Eil, D}Z ; and Dl?—l and the low-rank factors ng—l'
L{il, Lfk—lf and Lék—l and the kernels KkG_l, D,{{ ; and D,il into SDA (7), banded matrices
at the k-th iteration are

Df = Df,+D{EDL )T,
Dff ~ Dif, +Df DL, )
Df;1 = DI?EHD?—l :le—l(DllleG)T
with
DG = Dy (1y + D4 DfLy) I, DRI = (D) T (1 + DL DE ) DL,
DASH = Dty (1,+ D D)™, DA = (D) (4, +DfLDE,)
The corresponding low-rank factors are
mi_y mly my_y m_y me
16 =[ 18, Lf, DASHLE, DASHoLf, ppcrerg,  n, Y
ey my_y my_y my
o= i, DpoHig,, ppsrers ppsris N, 0
mi_y ey m_y my_y mly
= [ty e pppen, pfpeng, pppeny N, 00
me my_y my_y me
o= e ity e, pppery N
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To express the kernels explicitly, let
Oy = (Ll "D Ly,
HG _ (1H YTpGHG
5 = (L) DLy,

A —_ (1A TPHHGHT A
®1,k71 - <L1,k71) Dk—l Ll,kfl’

and A
G)1,k—1 =
AH _ (7A THGHGTH
®2,k71 = (LZ,kfl) D Ly,
with

GHG _ G PH \—1NG
Dp® = (Iy+ Dy 4Dy y) "Dy y,
GH _ G PH \-1

Dy = (Iy+ D¢y Diy)

Define the kernel components

G _ (171G \TPpHGHtG
®k—1 - (Lk—l) Dk—l Lk—l’

A _(TA TPHGHTA
®k—l - (LZ,k—l) DkflLl,k—l’

A —_ (1A TNHGHGT A
®2,k71 - (LZ,kfl) Dk—l LZ,kfl

A TNHHGTH AG _ (TA TPHHGH7G
(Ll,k—l) DkflLk—l’ 0 kfl_(Ll,k—l) Dkfl kal’

1,

AG _ (1A TPHGH G
0 k-1 — (LZ,kfl) Dk—lLk—l

2,

HGH _ H NG \—1PH
D" = (Iy + Dy Dy 1) Dyl gy,
DS = (I, + D' Dy )71

LR S KPR v S R S
k—1 k=111 k—1 k—1 k-1
Lo =L
| I O A S R
My _q me_q
and
KIS = K, 04, O3t Ik,
Ko = (k)T [ef,, off KHSH,
KQGHEAT = K 0g 4 (KE) T + K048 | O4f T (K ) T,
KEHoHA = (K )Tef K+ KOO, off TR,
KGT = —K{ (007 1, 0L kYT,
KI?LGH = _(KI?A)T[@f/El/ ®f1§—1](K1§—Hl)T/
KEGH = K0 K + KEGT (07, 078 ] KL,

Then the kernel matrices corresponding to L,‘f,

L,Ij ,and Lfk (L?/k) at the k-th step are

g a 8 h ap
Me_q Mg Mg gy
KS 0 0 0 1 m,
AGHGAT AGHG A aq
Kl? = 0 KX&HG T Kk_(%HG K mlé_l h ’
0 (Kqul % —K3 0 mJ’;;l +my_yq
0 (kal) 0 0 m- 4
h ap h g ay
My My My gomey
KH 0 0 0 m
ATHGHA ATHGH A N\T ap
KH = 0 Kk—_rl Ky (Ki—q) ml};fl
ATHGH\T HGH
0 (kal ) ka71 0 mlgfl + my_q
0 K 0 0 My

and

(18)

(19)

(20)

(21)

(22)



Fractal Fract. 2023, 7, 468 6 of 30
ap 8 h ap
Mg Mg gy
AGHA AGH A m
3 Kk;l KT Ky m§71 . (23)
_ ATGH\T GH
K¢ = (Kk_}‘ )t —KgE 0 m’,;* +m
1
Kity 0 0 M1

Remark 1. 1. The banded parts in (13) in the FSDA can iterate independently of the low-rank
parts, motivating to the pre-termination criterion in Section 5.

2. Low-rank factors in (14)~(17) are seen growing in dimension on a scale of O(4X), obviously
intolerable for large-scale problems. So a deflation process and a truncation and compression
technique are required to reduce the dimensions of the low-rank factors.

3. In real implementations, low-rank factors and kernels for k > 2 are actually deflated,
truncated, and compressed, as described in the next two sections, where a superscript “dt” is added
to the upper right corner of each low-rank factor. Correspondingly, column numbers m‘;f_l, m,}éil,

lel, and m,‘z{ | are the ones after deflation, truncation, and compression. Here, we temporarily
omit this superscript “dt” just for the convenience when describing the successive iteration process.

2.2. Convergence and the Evolution of the Bandwidth

To obtain the convergence, we further assume that
[A, G] is d-stabilizable and [H, A] is d-detectable (24)

and
[D4, D®] is d-stabilizable and [D!, D%] is d-detectable. (25)

The following theorem concludes the convergence of SDA (7), see [35] (Thm 4.3,
Thm 4.6) or [36] (Thm 3.1).

Theorem 1. Under the assumption (24), there are unique symmetric positive semi-definite and
stabilizing solutions Xs and Ys to DARE (3) and its dual Equation (6), respectively. Moreover,
the sequences { Gy}, { Hy } and { Ay} generated by SDA (7) satisfy 0 < H < Hy < Hy.q < X,
0 <G <Gy <Gyy1 <Y, forall kand

limg oo Hy = X5, limg oo Gy = Y5, limg_s00 A =0, (26)
all quadratically.
For the banded iterations (9) and (13), we have the following corollary.

Corollary 1. Under the assumption (25), there are unique symmetric positive semi-definite and
stabilizing solutions DX and DY to the equation

— X+ (DYTX(I+D¢X)"'DA+ D" =0 27)
and its dual equation
—Y +DAY(I+DHY)"{(DY)T + D¢ =0 (28)

respectively. Moreover, the sequences {DF'}, {Df'} and {D{} generated by iterations (9) and (13)
satisfy 0 < DH < DI <Dl | < DX,0 < D® < Df < Dg, , <D forall kand

limy_,o DT = DX, limy_,o D = DY, limy_,, D@ =0, (29)
all quadratically.

Proof. This is a direct application of Theorem 1 to Equation (27) and its dual Equation (28)
under the assumption (25). O
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Corollary 2. Under the conditions of Theorem 1 and Corollary 1, the symmetric positive semidefi-
nite solutions Xs and Ys to DARE (3) and its dual equation have the decompositions

Xs=DX+ L% and Y, =D + L.

Moreover, for the sequences generated by FSDA, {D#} and {L{{ KA(L5Y) T} converge to zero,
{DH} and {LEKI(LE) T} converge to DX and L and, {Dg} and {LSKE (L) T} converge to
DY and LY, respectively, all quadratically.

Proof. It follows from (26) that { Ay } converges to zero. Then the decomposition Ay = D,’:‘ +
Lka;;‘ (Lék)T in (8) together with limy_,,, D{! = 0imply that the sequence {LﬁkK,’:‘ (L;k) m
will converge to zero quadratically.

Additionally, as the sequences {H;} and { Gy} converge quadratically, by (26), to the
unique solutions X, and Ys, respectively, and

Hy = D+ LEKI(LIHT, Gy = DE + LSKE(LE)T

in (8). So, given the initial banded matrices D{! = D¥ and D§ = D, the iterations {D/}
and {D,?} in (9) and (13) are independent of the low-ranked part and have the unique
limits DX and DY, respectively. Consequently, the sequences { LEKFH (L) T} = {H) — DF}
and {LEKE(LE) T} = {Gy — D} converge quadratically to the matrices X; — DX := L
and Y; — DY := L}i, respectively. [

Remark 2. 1. Although the product L?kK,f(L?k)T converges to zero, it follows from (15), (17)

and (23) that the kernel K,‘;l and low-rank factors Lfk and Lék might still not converge to zero,
respectively.

2. If the convergence of SDA (or the corresponding FSDA) is quadratic, the number of the
iterations k is not big when termination occurs, then the matrices L and L} are generally of
numerical low-rank.

To show the evolution of the bandwidth of D,f, DE and DE, we first require the
following result [37].

Theorem 2. Let A = (a;;) be an n x n matrix. Assume that there is a number m such that a;; = 0
if li —j| > mand that ||A|| < ¢y and |A7Y| < ¢y for some ¢y > 0 and co > 0. Then for
Al = (wjj), there are numbers K > 0 and 0 < r < 1 depending only on cy, ¢z and m, such that

lavjj| < Krl=il forall i, j.
We now consider the evolution of the bandwidth for the banded parts.

Theorem 3. Let b? = bw(Dyg), bf := bw(DS) and b,’j := bw(DJ!) for k > 0. If the assump-
tion (25) holds, then for iteration scheme (13), there is an integers k independent of k, such that

bE < 2Fbg + (2F — 1) log{™/ ), )
by < (21— 2)pf + 05 + (254! — 2~ ) log{™'"),
bl < (2F1 —2)b8 + Bl + (21 -2 — k) log{™/¥),

r

where T is the truncation tolerance and K > 0 and 0 < r < 1 depend only on the upper bounds of
11+ DDl [T+ DED{, [[(1+ D' DF) ! and ||(1 + DF D)~ || for i < k.
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Proof. It follows from [35] (Thm 4.6) that I — Df DE and I — DE Df are non-singular for
all k. This together with (29) indicate that there is an integer k such that |(DI£(4)Z~]~\ < Tand
the increment of D,f and D,{J in (13) satisfies

_ T T _
|(DA(I+DEDF)'DEDE )il < T and |(Df (I+DFDY)'DEDE)| <1, (30)

where 7 is the given the truncation tolerance. On the other hand fork =1, ..., k, it follows
from Theorem 2 that there are K > 0 and 0 < r < 1 independent of k, such that

— » . »
[((1+ DD ) 5 < KA, (14 DI DY) ) ) < KelL

Then one has
bw((I+ DEDY) ) <log{™™, bw((I+DEDf) ") < logi™X

for k < k. Now recalling the iteration (9), the bandwidths of the first iteration admit
the bounds

b3 < 263 +1log!™X), b8 < 288 + b5 +1og!™/X), b < 268 + bt +1og{T/K) .

T T

Iterating the above bandwidth bounds according to the scheme (13) at k > 1, we have

b < 25p8 + (28 — 1) log(™/Y),
b < (2 = 2) + b5 + (271 —2— k) log, ™), (31)

b < (21— 2)b8 + B + (251 — 2 — k) log{™/ X

In particular, the bounds on the RHS of (31) will attain the maximal values at k = k since
elements with the absolute value less than T are removed as in (30). O

3. Deflation of Low-Rank Factors and Kernels

It has been shown that there is an exponential increase in the dimension of low-rank
factors and kernels. Nevertheless, it is clear that the first three items in L{‘k and Lé‘k

(see (15) and (17)) are same as the second to the fourth item in LkG and L,If (see (14) and (16)),
respectively. Then the deflation of low-rank factors and kernels is needed to keep these
matrices low-ranked. To see this process clearly, we start with the case k = 2.

Case for k = 2.
Consider the deflation of the low-rank factors firstly. It follows from (14)—(17) that

LZG — [LG L{\l/ DAGHLG, DAGHGLH, DAGHGL%]/

L{\z — [ a, DAGHLG DAGHG LH DAGHLA }

Lgl — [LH L?y DATHGLH DATHGHLG DATHGHLA]
T T T

L?Z — [Lé‘lll DA HGLH Di‘l HGHLf, Di‘l HGLé‘ll]

with

D{AGHG — DA(I + DGDH)—lDG DATHGH — (DAYTDH (] 4 DEDH)~1
D{CH = DA(1+DEDI)~1,  DAHG = (D) (1+ DIDG)~!

Expanding the above low-rank factors with the initial L{}, € RN *m" and Ly € RN*" one

can see from Appendix A that L{} and D{*¢HC L4} (or L4} and DATH GHLA) occur twice in
LG (or LH ). To reduce the d1mens1on of L2 , We remove the duphcated L10 in Lf (or L?O in
LH ) and retain the one in L 1 (or L21) Furthermore, we remove DAGHGLA in DAGHG L?l

(or DATHGHLA in DA HGHLA 1) and keep the one in DAGHGLH (or DA HGHLG) Then the
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original LE (or L) is deflated to Lgd (or L) of a smaller dimension, where the superscript
“d " indicates the matrix after deflation. Analogously, as D{I° L4} and Df‘TH CL4 appear
twice in L{‘Z and L%, we apply the same deflation process to L{‘z and L3}, respectively,
obtaining L and L2 in Appendix A, where the left blank in each factor corresponds
to the deleted matrix and the black bold matrices inherit from the undeflated ones. Note
that the deflated matrices LzGd, L{‘zd, L?d and Lf‘zd are still denoted by LS, L{‘z, L? and Lf‘z,
respectively, in next iteration to simplify notations.
For the kernels at k = 2, one has

2m° 4m” 2m®  2m°
K¢ 0 0 0 | 2m"
AGHGAT AGHG A a
K§ = 0 KlAGHG T K GHG i ;Lma ’
0 (K{ ) —Kj 0 m
0 (kHT 0 0 | 2m"
2m° 4m? 2m"° 2m?
KH 0 0 0 2m°
H 0 K{lTHGHA K{lTHGH ( K{\)T 4m°
2 0 (K{XTHGH)T _K{JGH 0 2mh
0 K{ 0 0 2m*
and
2m° 4m*  2m°
KAGHA K{AGH K{* 2
K= ( K{XTGH)T —KSH 0 am®
K 0 0 | 2m"

with non-zero components defined in (18)—(20). Here, details of the deflation of Kg are
explained explicitly and that for K} is similar. In fact, there are 10 block rows and block
columns with each of initial size m* x m® in K§. Due to the deflation of the L-factors
described above, we add the first and the ninth row to the third and the seventh row and
then remove the first and the ninth row, respectively. We also add the the first and the
ninth column to the third and the seventh column and then remove the first and the ninth
column, respectively, completing the deflation of K$.

Analogously, there are eight block rows and block columns, each of the initial size
m® x m® in K. The deflation process simultaneously adds the seventh column and row
subblocks to the third column and row subblocks, respectively. Then the first column sub-
block of the upper right K{‘ and the first row sub-block of the lower-left Kf overlap with

the first column sub-block of K{1“! and the first row sub-block of (Kf‘TGH )T, respectively,
completing the deflation of K§%.

The whole process is described in Figures 1 and 2 where each small square is of
size m* x m” and each block with gray background represents the non-zero component
in K§ and K3'. The little white squares in K$¥ and K4 inherit from the originally unde-
flated submatrices and the little black squares in K$ and K4\ represent the submatrices
after summation.
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Figure 1. The deflation process of K2G (or Kih).
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Figure 2. The deflation process of K3'.

Case for k > 3.
After the (k — 1)-th deflation, the deflated matrices Llffl, L{‘]‘f_l, L,Ij_"ll and L?]‘f_l are

denoted by LE_I, Lfkfl, L,Iil and LQH for simplicity. Now there are mil —(k=1)m"

o _ a : G A H A a4
(ormj_; — (k—1)m") columnsin Ly’ ; and L{; ; (or L’ ; and L3, ) and m;? | —m" (or
o a i MAGHGT A AGHGTH ATHGH7T A ATHGH7G
mt m ) co'lumns in D™ Lz,k—l and D" L2 4 (or D4 Ll,k—l and D’ "7 Ly ;)

that are identical. Then, one can remove columns of

L (, (k=2)m"+1:mf | —m") (or LI (:, (k—=2)m" +1:m | —m"))

and
.
fo;lHGLék_l(:,l cmy?  —m") (or D;ilHGHL{‘,k_l(:,l : mZil —m")),

and keep the columns of
L (1 emf | — (k—=1)m") (or L\ 1 (;,1:ml_; — (k—1)m"))
and

THGH

H ( . h Coh A c . )
AP Gomy = m2 T em)  —m®) (or DRAORLE ComE w4+ 1w —m®))

in L,? (A1) (or L,Ij (A3)), respectively. So there are k — 1 matrices, each of order N x m*, that are

leftin LC | (or L ), ie, DYCHCLA DAGHGDATHGLA - DACGHGIIK SpATHG LA in (A1)
T T T k—3 . . .
(or Dgt HOHLA DA HCHpAGH A DA HCHTTESDACHLA in (A3)) in Appendix B.

. . B . . T
Meanwhile, only one matrix of order N x m“ is left in D]f_GlHG Lék—lf (or D,’(“_lHGH Lfk—l)f

ie., the last item DAGHCTI)_,  DA'HGLA in (A1) (or DA HEHIT,  DAGHLA in (A3)) of
Appendix B. We also take Lg as an example to describe the above deflation more clearly in
Appendix C.



Fractal Fract. 2023, 7, 468

11 of 30

To deflate Lfk (Lftk), columns of

DACHLY (1 m | —m") (Oer oL G 12 —m®))

are removed but the columns of

AGH71G . S a 4 a THG h ap . h a
DEGILE (Gomf oy —mpl +1em = m®) (or DY O (o —mg  +1om)_ —m))

are retained in L{‘k (or L4 k) So only one matrix of order N x m* is left in DAGH L1 r_ (or
DA HCLY ), ie, the lastitem 19, DACHLA in (A2) (or 110, 1D;“THGL20 in (A4)) of
Appendix B. Note that the low- rank factors in the (k — 1)-th iteration are the ones after
deflation, truncation and compression, deleting the superscript “d” for the simplicity. We
take L{, as an example to describe the above deflation more clearly in Appendix D.
Correspondingly, the kernel matrices K , KI1, and K{! are deflated according to their
low-rank factors. Here, we describe the deﬂatlon of K and that of K is essentially the
same. By recalling the place of non-zero sub-matrices (the block with gray background in
Figure 3) of KG in (21), the deflation process essentially adds K]? 1((k —2)m+1: mi_l —m",
(k—2)m* +1: m_ L= “) to KAGHGAT (1 mk L (k- 1)m cml_ — (k—1)m?),
columns Kt | (5, 1:m2 | —m®) to KASHS (cmf  +ml | —m?  +1:mf  +m) | —m")
and rows (K& )T(1 @ m2, —m*, :) to (KAGHO)T (mkf1 +mp  —mP +1 s mi |+
mZ , —m", 1), respectively. See Figure 3 for illustration.

s P s W _ _
0-05-00
0-00-0 | 0-00 O
mi e HL
4000 0-00 O
g----00 0-----0000-00 0----00 0-00 m-- ~OOOE-E0 [
g ---00 0-----0000-00 O----00 LIRLILIA e
0 e ]
G . d L
Ky 3 - 1 ]
T == i
0- [ i
HEmemn, [aeeeee O L=
o= = s
; ; g L]
| —
0----00 = —
L 0o i

Figure 3. The deflation process of K,? (or Kf ).

Similarly, by recalling the positions of non-zero matrices (the block with gray background

in Figure 4) of KA in (23), the deflation process will add columns Kk 1( 1: mk ;1 —m") to

columns KAHG (,mlt | —m?  +1 : ml! | —m") and rows K& | (1 : m{' | — m",:) to rows

(Klf_Tch )T ( f_l —m +1: mf_l —m"“,:). See Figure 4 for illustration.
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) ] =
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Figure 4. The deflation process of K.

4. Partial Truncation and Compression

Although the deflation of the low-rank factors and kernels in the last section can
reduce dimensional growth, the exponential increment of the undeflated part is still rapid,
making large-scale computation and storage infeasible. Conventionally, one efficient
way to shrink the column number of low-rank factors is by truncation and compression
(TC) [17,18], which, unfortunately, is hard to be applied to our case due to the following
two main obstacles.

e Direct application of TC to L,de, L,(c;d, L{‘,‘f, L‘Z“,‘f, and their corresponding kernels KHd

K]?d and K;:‘d at the k-th step will require four QR decompositions, resulting in a
relatively high computational complexity and CPU consumption.

¢ The TC process applied to the whole low-rank factors at current step breaks up the
implicit structure, causing the deflation to be unrealized in the next iteration.

In this section, we will instead present a technique of partial truncation and compres-
sion (PTC) to overcome the above difficulties. Our PTC only requires two QR decomposi-
tions of the exponentially increasing (not the entire) parts of low-rank factors, keeping the
successive deflation for subsequent iterations.

PTC for low-rank factors. Recall the deflated forms (A1) and (A3) in Appendix B.
Llfd and L}?d can be divided to three parts

LE? = [LE4(1), LE(2), LE?(3)]
LA4 = [LF4(1), LH(2), LF4(3)].

The number of columns in

T T _ a
L]?d(l) = [DéGHGL?O, D{XGHGD()"K GH A . 'DII;LGZHGHO D;A GHL?O} e RNx(k=1)m

207 i=k—3

and
Hd ._ [MATHGHTA hATHGHPNHA'GHT A ATHGHTT0 AGHT A Nx(k—1)m"
LI(1) == [D§ L4, Df D§ CHL{, ..., DA HGHITY ,  DAGHLA] € RN* (k1)

increases only linearly with k, and the last parts

Gd ._ PAGHGTT0 ATGH7T A Nxm?
Ly (3) := D5 I, Dy L3y € RY>™

and

Hd ._ PDATHGH0 AGHT A Nxm?
Ly (3) := Dy I, ,D; Lip €R xam

are always of size N x m“. So we only truncate and compress the dominantly growing parts

Gd —[TA AGH7G AGHGTH
Lk (2) T [Ll,k—l’ Dkfl kal’ Dkfl Lk—l]
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and

LH4(2) := L4

ATHGTH ATHGH7T G
2,k—1’ D Ly, Dk—l Lk—l]

by orthogonalization. Consider the QR decompositions with column pivoting of

Gy p6 — 106 5o1| U Yea GC1 < 18
Lr@py =1y &1 5 e |0 Wl <upzg
0 S
et — o o] B US| < >
L (2P = [Qy Q¢ o uf |’ U < ug T,
k
u.ou
where P¢ and P} are permutation matrices such that the diagonal elements of | %1 Ll[(,]z
k

(] = G or H) are decreasing in absolute value, u = || Ugjl I, ult = || Ugl | and 7z and 7, are

@ and m"®@

k
are the respective column numbers of LZ(2) and L (2) bounded above by some given
Mmax. Then their ranks satisfy

some small tolerances controlling PTC of Lfd(Z) and L}?d (2), respectively, mi

7S = rank(LE (2)) < m¥® < iman, 1 = rank(LE (2)) < @ < mip

. 2 i
with mmax < N. Furthermore, Q,? e RV and Qllj e RN*"k are orthonormal and
hga h hga
G _ 117G 711G 8 s H _ 7H 17H s . hga
Uy = [Up, Up,] € R%™™=1and U* = [U;] Up,] € R'**"1 are full-rank with m 2 =

m,iLl + m‘:_l +mj_,. Then Lf’j and L]de can be truncated and reorganized as

3

Lpt = [LE7(1), QF, LY (3)] := [LE™(1), L™ (2), LM (3)) € Y™™, o)
LE = [LH4(1), QY, L (3)] = (LI (1), LH(2), Lf(3)] € RN "
with mf = rf + km* and m,i‘ = rZ + km®.

Similarly, recalling the deflated forms in (A2) and (A4) in Appendix B, Lf;f and Lf,;f
are also divided into two parts,

Lig = [L3{ (1), LE{(2)] and LY = [L3F(1), L5£(2)]
with Ad Gd Ad 0 AGHT A
Lix(1) = Ly“(2), Lix(2) =1L, Df™" Ly,

Ad _ 1HA Ad _ 170 ATHGT A
Lyp(1) = Li%(2), Log(2) =11, D %L

Since LE?(2) and L{(2) have been compressed to QY and QFf, respectively, one has the
truncated and compressed factors

a1
Lt = [QF, LA (2)] = (L (1), LA ()] € RN

a (34)
L4 = [, L4 (2)] = (L4 (1), L4 (2)] € RN <"

with mj! = ri +m“ and m;? = r]’z + m*, finishing the PTC process for the low-rank factors

in the k-th iteration.
It is worth noting that the above PTC process can proceed to the next iteration. In fact,

one has
G _ Gdt Adt AGH 7 Gdt AGHG 1 Hdt AGHG 1 Adt
LkJrl - [Lk 4 Ll,k 4 Dk - Lk 4 Dk . Lk 4 Dk+1 TLZ,k }’
H _ [rHdt 7Adt NATHGyHdt 1ATHGH7 Gdt ATHGH 7 Adt
LkJrl - [Lk 4 L2,k 4 Dk Lk 4 Dk Lk 4 Dk Ll,k ]

after the k-th PTC. As L{¢*(1) is equal to LC%(2) and L4\ (1) is equal to LH?(2), one can
deflate LEH and LII<{+1 to
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LGd _ [LGd

eh =L (), LG (2), L 3)], Lty = (L (1), Lt (2), LE, (3)

k+1 k+1 k+1 —
with

) sz?f1(1) = [519“(1)1 Lz?’”g?’)]r Lgﬂ(l) = [ngmt(l)r}fdt(?;)]f : .
G —_[TA AGH71 G AGHG T H H —[TA A 'HGTH A'HGH7 G
Lk+1 (2) - [Ll,kt’ Dk Lk t’ Dk Lk t]’ Lk+1(2) - [LZ,kt’ Dk Lk t’ Dk Lk t]’

Gd _ PAGHGT Ad Hd _ nATHGH T Adt
Lty (3) = DR LR (2), Ll (3) = Dy L7k (2).

Applying PTC to L&, (2) and L% (2), respectively, again, one has

k+1 k+1
Gdt _ [7Gd G Gd . [7Gd Gd Gd
Lty = (L (1), Qg L B)] = (L (1, LR (2), L (3)], (35)
dt _ d d — d d d
L = (L& (), Qfy, LR ()] := (L (1), LR (2), LR (3)),

2 J
where QEH € RN*k+1 and Q}(LIH € RN 1 are unitary matrices from QR decomposition
and the PTC in the (k + 1)-th iteration is completed.

PTC for kernels. Define matrices

L:I{}k = U,? EB Imu, ch = I(k*l)m” @ u]? @ Im“/
u{}k = U,? SV Imll, U}? = I(k—l)m“ D U/? D Im”/

with UkG and llf in (32). Then the truncated and compressed kernels are

KG = QOKC4(UC)T e R,

KHdt .= QHRHA(OH)T € R, (36)
~ ~ 8 h

K]?dt = u{}kKI?d(uék)T e R™Mxmy,

To eliminate items less than O(7y) and O(1) in the low-rank factors and kernels,
an additional monitoring step is imposed after the PTC process. Specifically, the last

. T . T . . .
item Dl?_GZHGH?:k_3D;4 GHL?}) in chdt (or DI’;‘_ZHGHH?:k_stGHLi% in L}:Idt) will be dis-

carded if its norm is less than O(t,) (or O(7;)). Similarly, I19_, | DACHLA in Lf,‘f (2) (or

H?:kilDZATHGLﬁ% in Lé,f(2)) will be abandoned if its norm is less than O(7g) (or O(1)).
In this way, the growth of column dimension in the low-rank factors L]?dt, L]det , Lf‘,‘ft and

L?I‘ft, as well as the kernels K,?dt, K}(th, K;;‘dt, will be controlled efficiently while sacrificing

a hopefully negligible bit of accuracy. Additionally, their sizes after PTC will be further
restricted by setting a reasonable upper bound mmax.

5. Algorithm and Implementation
5.1. Computation of Residuals

The computation of relative residuals, such as r,,; = |D(Hg)|/|D(Hyp)|, is commonly
used in the context of solving the DARE using SDA, as mentioned in [4]. Typically, the
FSDA algorithm is designed to stop when the relative residual is sufficiently small, which
guarantees that the approximated solution Hy is close to the exact solution of the DARE [35].
However, computing r,; directly can be computationally expensive due to the high rank of
Hj and Gy. To overcome this difficulty, the residual is divided into two parts, the banded
part and the low-ranked part, under the assumptions of Equations (4) and (5). The residual
for the banded part can be computed relatively easily and serves as a pre-termination
condition, followed by the termination of the entire FSDA algorithm based on the residual
for the low-ranked part.
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5.1.1. Residual for the Banded Part

Define
SHG _ HpG\-1 PHGH _ /HGPHH 7DGHG _ nGRHG
D, —(I—i—DkDO) , Dy = D,*D,!, Dy = Dy Dy

and
TH _ H (71 H\TPGHGT H\-11H
K —(I—i—Kk(Lk) Dy Lk) K.

With the current approximated solution Hy = D,fl + Lf Kf (LE )T, the residual for
DARE (3) is

D(Hy) = —Hy+ AT (D" + DICLIRE (DESLI)T) A+ H
= DR+ LRKR(LY) T,

where the banded part, the low-rank part and the kernel are
Df = D§ - Df' + (Dg") "D (1 + DF DY) 7' D,

L = [Lao, (Dg) DMLy, (Do) " DICLE, L),

m? m® mZ mZ
I'ZII(ATHGHA I E}?THG 0 mt
KR = Ly 0 0 0 me (37)
(KA Heyr o KH 0 i
0 0 0  —KI | my

respectively, and
TATHG A\TRHHGH gH
i = (L) DL K

AT ~ ~aT ~ T
RATHOHA _ (L) T BESHLA 4 RAHG . (L) T DEOL)
It is not difficult to see that the main flop counts in the kernel KX lie in forming matrices
~NHG nHG NGHG
(Lio) ' DY“Lin, (Lio) ' DLy, (L)' DEFOL. (38)

To avoid calculating them in each iteration, we first verify if

B_RRes = —— HD’%Z”Z i <€ (39)

Do |+ [ILg 171K |
with [DE| = |ID&3IID||I(I + D§DE)~||2 and €, being the band tolerance. Here, the
norm || - |2 is the matrix spectral norm, which is not easy to compute and is replaced

by l;-matrix norm in practice. This is feasible as the residual of D(H}) comes from two
relatively independent parts, i.e., the banded part and the low-rank part.

5.1.2. Residual for the Low-Rank Part

When the pre-termination (39) is satisfied, matrices in (38) are then constructed, fol-
lowed by the deflation, truncation, and compression of the low-rank factor Lf. Specifically,
the columns L4}(:,1 : m*) are removed and columns of L (;, 1 : m”) are kept such that L}
is deflated to Lllfd, ie.,
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1:m”—>mz+2m”+1:mﬁ+3m”

LR =

[ ~ ~ 1
(13, (0f)BEHLY, (D)oL, L ]
4 | (pg)TDHCHLY, (Dg)TDHCLY, L |
= Lllfd.

Let Ty = [Is,0,...0] € R >*m, RATHG

— [(RATHG)T 0,...,0] € R™>™. The
kernel KR in (37) is correspondingly deflated as

;S

m

h h
my my
d 0 0 Im” m” Rd
K§ 5 . AT =K
k H ATHG h ’
O R K "
(Ima)T (K;:‘ HG)T K]z(‘l HGHA mk
. ST
where all elements in K;{“ HGHA

are same to those in Kf except K?THGHA(l cm?,1:mt) =
KATHGHA _ KH(1:m?,1: mf).

After deflation, the truncation and compression are applied to L,Ifd with QR decomposition

Rd pR R ar| U Ui (7R
LPe=1Qc @l o gk |- Ul <upm,
k
ug, ug
where Plf is the permutation matrix such that the diagonal elements of (’)"1 ﬁkRz
k
are decreasing in absolute value, u}y = ||U§, || and 7, is the given tolerance, QF € Rk
is orthonormal and U,f =

[UR, UR)] € R is full-ranked. Since ||LRKR(LR)T| ~
I U,fK}fd (UR)T|, the terminating condition of the whole algorithm is chosen to be

uRKRd uR T
LR _RRes = UR" k (R’;) Q <e
|Dg |+ [I1Lg [I21Kg

(40)
with €; being the low-rank tolerance.

5.2. Algorithm and Operation Counts

The process of deflation and PTC together with the computation of residuals (39)
and (40) are summarized in the FSDA Algorithm 1.
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Algorithm 1 FSDA. Solve DAREs with high-ranked G and H

Inputs: Banded matrices Dé‘, Dg , Dgl , low-rank factors Lﬁ), Lfb, Lg , Lé{, KOG , K(I){ , and
the iterative tolerance fol; truncation tolerances T, 7, T, and upper bound #max;
band tolerance €, and low-rank tolerance €.

Outputs: Banded matrix DY, low-rank matrix L¥ and the kernel matrix K" with the

stabilizing solution X ~ D + LHKH(LH)T,

1. Set D¢ = D + DgCHG(DY)T, DI = DIl + D 'HGH DY, DA = Dg(Dg HO)T as
in (9). Set LG = [L4, DAGHGLA] LH — L4, DATHGHLA| [4 — [L4 DAGHLA)
LA = [L4), DATHGLA] as in (10). Set K&, KH, K£ as in (11) and (12).

2 Fork =2,..., until convergence, do

3. Compute banded matrices D¢, Df , Df‘ as in (13).

4. Form components (18)-(20) and construct kernels KE, K,f and KE as in (21)—(23).

5

6

Deflate kernels K& 4 chd, KH 4 KH4 and K 4 K{ in a way of Figures 3 and 4.

Deflate the low-rank factors L,((; i) L,((;d, Lf £> L]de, Lfk i Lf,‘j and L?k i) L?f
as in (A1)-(A4).

7. Partially truncate and compress L,?d and L]de as in (32) with accuracy u Tg, U3 Ty
8. Construct compressed low-rank factors LC%, LH#, LAdt and L{1* as in (33)-(34).
9. Construct compressed kernels K¢, KH4* and K{14* as in (36).

10. Evaluate the residual of the banded part B_RRes in (39).
11. If B_RRes < tol, compute the residual of low-rank part LR_RRes in (40).

12. If LR_RRes < tol, break, end.
13. End (If);
G . 1Gdt H ._ yHdt A ._ Adt
i KI((; - KC}Sdt ' KHk _ Igcdt ' Iqu - K}l(dt . A Adt
15. Lk = Lk , Lk = Lk , Ll,k = Ll,k , Lz,k = L2,k .

16. k:=k+1;
17.  End (For)
18. Output Dff = DH, LI = LH and K} = K'L.

Remark 3. 1. At each iteration, elements in the banded matrices D;;‘, D}? ,and DkG with an absolute
value less than tol = eps - max{||D?||, |DC|, || D ||} are eliminated.

2. The deflation process involves merging selected rows and columns in the kernels K&, KH,
and K based on overlapping columns in the low-rank factors LS, LI, Lfk, and Lﬁk. This requires
adding some columns and rows.

3. The PTC is applied to LS%(2) and LH4(2). The column numbers of L3%(1) and LH?(1)
increase linearly with respect to k, while those of LS4 (3) and LH4(3) remain unchanged. Elements
in L,?d(l), LHd(1), L,‘f"l(S), and L4 (3) with an absolute value less than tol are removed to
minimize the column size of the low-rank factors.

To further analyze the complexity and the memory requirement of the FSDA, the band-
width of D;:‘, D]f ,and D}? at each iteration are assumed to be bf, bf and b,i’ (bg, blf, b,i‘ < N),

respectively. We also set bzg = max{bh, bf}, b],:ga = max{bh, bf, b}y, mi = max{mzl, mzz},
and meal = m’]z_l + m‘§71 +mj_, for the convenience of counting flops. The table in

Appendix E lists the time and memory requirement for different components in the k-th
iteration of the FSDA, where the estimations are upper bounds due to the truncation errors
Tq, Ty and 7.

6. Numerical Examples

In this section, we will demonstrate the effectiveness of the FSDA algorithm in com-
puting the approximate solution of the DARE (3). The FSDA algorithm was implemented
using MATLAB 2014a [38] on a 64-bit PC running Windows 10. The PC had a 3.0 GHz Intel
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Core i5 processor with 6 cores and 6 threads, 32GB RAM, and a machine unit round-off
value of eps = 2.22 x 107 1°. The residual for the DARE was estimated using the upper
bound formula

7t = B_RRes + LR_RRes,

where B_RRes in (39) and LR_RRes in (40) are the relative residuals for the banded part
and the low-rank part, respectively. The tolerance values for truncation and compression
weresetto i, = T, = T = 10716, and the termination tolerance values were set to
€, = € = 10711, We also tried N-eps as the tolerance value for Ty, Ty and T, in our
experiments, but found that it had no impact on the residual accuracy. The maximum
permitted column number in the low-rank factors was set to #1max = 2200. As a comparison,
we also ran the ordinary SDA algorithm with hierarchical structure (i.e., HODLR) using the
hm-toolbox (http:/ /github.com/numpi/hm-toolbox, accessed on 1 June 2023) [39,40]. The
SDA algorithm with hierarchical structure is referred to as SDA_HODLR in this paper. The
derived relative residual for SDA_ HODLR is denoted by 7. In our numerical experiments,
the initial bandwidths of all banded matrices in Examples 1 and 3 were relatively small,
while those in Example 2 were non-trivial.

Example 1. The first example is of the medium scale, measuring the error between the true solution
and the computed one. Given the constant § =\ /n + ;, —2¢, where { and 1 are positive numbers such
that 0 is real. Let Lﬁ) = Oe with e the random vector satisfying ele=1, Lé“o = Lﬁ), D(‘)“ =l
then A = D + L{y(Lyy) . Set G = Df = I, H = Dy = (1 + ;)Dg' — (Dg')> — L.
The solution of the DARE is of the form Xs = DX + LX(L*)" with DX = yD{ — I, and
LX = L.

It is not difficult to see that the solution Xj is stabilizing since the spectral radius of
(I, + GX;) "1 Ais less than unity when 7 > 1.

We first took = 1.2 and 1 = 2 to calculate B_RRes, followed by LR_RRes as well
as the upper bound of residual of DARE 7;. In our implementations, the relative error
between the approximated solution (denoted by H; when terminated at the j-th iteration)
and the true stabilizing solution Xs was evaluated, and the numerical results are presented
in Table 1. It is seen that for different scales (N = 1000,3000, 5000, 7000) FSDA was able to
attain the prescribed banded accuracy in five iterations. Residuals LR_Res and 7 were then
evaluated, attaining the order O(1071¢). The relative error with the computational time
being not included in the CPU time, also reflects that Hs approximates the true solution
very well. On the other hand, SDA_HODLR also attains the prescribed residual accuracy
in five iterations, but cost more CPU time (in seconds).

We then took 7 = 1.2 to make the spectral radius of (I, + GXs) 'A close to 1 and
recorded the numerical performance of the FSDA with ¢ = 1.0. It is seen from Table 1 that
the FSDA costs seven iterations before termination, obtaining almost the same banded
residual histories (B_RRes) for different N. As before, LR_RRes and 7; were of O(10~17)
and O(1071°), respectively, showing that H; is a good approximation to the true solution
to DARE (3). The last relative error ||[H; — X;||/|| Xs|| also validates this fact. Analogously,
SDA_HODLR requires seven iterations to arrive at the residual level O(10~1%). It is also
seen that the FSDA costs less CPU time than SDA_HODLR for all N.
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Table 1. Residual and actual errors in Example 1.

{=12,7=20

N 1000 3000 5000 7000
FSDA
439 x 101 441 x 101 442 x 101 442 x 101
347 x 102 3.48 x 102 349 x 1072 3.49 x 102
B_RRes 1.38 x 1074 1.38 x 1074 1.38 x 1074 1.38 x 1074
2.10 x 10?2 211 x 1077 211 x 1077 211 x 107°
425 x 10~16 427 x 10716 427 x 10716 431 x 10716
LR_RRes 2.09 x 10718 2.27 x 1018 404 x10718 328 x10°18
7 427 x 10716 4.29 x 10716 431 x 10716 434 x1071°
|Hs — Xs|| /|| Xs]]  2.56 x 1016 2.57 x 1016 256 x 10710 248 x 1071°
CPU 0.04 0.09 0.22 0.48
SDA_HODLR
444 x 1071 444 x 1071 444 x 1071 444 x 1071
3.50 x 102 3.50 x 102 3.50 x 1072 3.50 x 102
i 1.39 x 1074 1.39 x 1074 139 x 1074  1.39x 107
212 x 1079 212 x 1077 212 x 1079 212 x 1079
1.33 x 1071 1.27 x 10715 134x 1071 147 x 10715
CPU 1.17 19.93 76.67 186.61
{=10,7=12
N 1000 3000 5000 7000
FSDA
8.68 x 1071 8.84 x 1071 8.89 x 1071 8.92 x 1071
6.06 x 1071 6.18 x 1071 6.21 x 1071 6.23 x 1071
1.93 x 107! 1.97 x 10! 1.98 x 107! 1.99 x 107!
B_RRes 1.15 x 1072 1.18 x 1072 1.18 x 1072 1.19 x 1072
3.40 x 1075 347 x 107> 3.49 x 105 3.50 x 1075
291 x 10710 2.97 x 10710 299 x 10710 3,00 x 10°10
822 x 10716 838 x 10716 843 x 10716 846 x 10716
LR_RRes 3.03 x 10717 1.07 x 10717 277 x10717 175 x 10717
i 8.52 x 10716 8.48 x 10716 870 x 10716 8.63 x 1071°
|H7 — X5/ /||Xs]] 423 x 10715 5.04 x 101 494 x1071% 498 x 10715
CPU 0.31 0.45 0.48 0.96
SDA_HODLR
9.08 x 101 9.08 x 101 9.08 x 1071 9.08 x 101
6.34 x 1071 6.34 x 1071 6.34 x 1071 6.34 x 1071
2.02 x 1071 2.02 x 1071 2.02 x 1071 2.02 x 1071
x 1.21 x 1072 1.21 x 1072 1211072 121 x 1072
356 x 10> 356 x 10~° 3.56 x 10> 356 x 10>
3.05 x 10710 3.05 x 1010 3.05%x 10710  3.05x10°10
4.75 x 10715 4.62 x 10715 497 x10715 552 x 1071
CPU 1.61 27.10 107.16 263.34

Example 2. Consider a generalized model of power system labelled by PI Sections 20-80 (https:
//sites.google.com/site/rommes/software, “S10PI_nl.mat” accessed on 1 June 2023). All transmis-
sion lines in the network are modelled by RLC ladder networks, of cascaded RLC Pl-circuits [41].
The original band-plus-low-rank matrix A has a small scale of 528 (Figure 5) and is then extended
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to larger ones. Specifically, we extract the banded part DA, of the bandwidth 217 from the original
matrix Aoy and tile it along the diagonal direction for 20 times to obtain D§. We then implement
an SVD of the matrix Aoyi — DA, to produce the singular value matrix %. 4 and the unitary matrices
Un and V. The low-ranked parts L{y and Lsy are then constructed by tiling Ua(:,1 : r,) and
Va(:, 1t 1rg) 20 times and multiplying Z}q/ 2(1: 14,1 : 1) from the right, respectively, where r,
is the number of singular values in ¥4 less than 108, Let Fy and F3 be block diagonal matrices
with each diagonal block the 3 x 3 random matrix (generated by ‘rand(3)°). Let F, and Fy be also
diagonal block matrices with the top left element a random number, the last diagonal block 2 x 2
random matrix and others 3 X 3 random matrices. Define matrices G and H as

G:=D§ = (Rg+Ry)/2+¢In, H:=Dy = (R, +Ry)/4+¢ln,

with Rg = (Fy + IN)(F2 + IN), Ry = (B + In) (B + In).

a

50
100
150
2001
250
300
350
400
450t

500

0 100 200 300 400 500

Figure 5. Structured matrix A, of size 528 x 528 in Example 2.

We ran the FSDA with three different { = 0.11, 1.0, 3.0, each conducting five random
experiments. In all experiments, B_RRes and LR_RRes (in log 10) were observed attaining
the pre-terminating condition (39) and the terminating condition (40), respectively.

Figure 6 plots the obtained numerical results for five experiments, where Rk is the
upper bound of the residual of the DARE, BRes and LRes are the absolute residuals of
the banded part and the low-rank part (i.e., the numerators in B_RRes and LR_RRes),
respectively. It is seen that the relative residual levels of LR_RRes and B_RRes (between
10~ and 10~") are lower than those of LRes and BRes (between 10~ and 10713) in all
experiments. Particularly, the gap between them increases as ¢ becomes larger. On the other
hand, the residual line of Rk is above the residual lines of B_RRes or LR_RRes, attaining
the level between 10~ !° and 10~ 1°. This demonstrates that the FSDA can obtain a relatively
high residual accuracy.

-1 F=0.11 -1 =1 -1 £=3
-11 E 11 E -11
~ —-12 —~ —12 —~ —12 1
S S g e 9—e—o
= > =
=] =] =]
‘. —13 ‘B —13 ‘m —13 1
() (3] (5]
x =5 &
S -14 A 1 = S -14
2 i Tm| B =
) — )
-15 e -15
-16 -16 f % 1
Y I A
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Number of Experiments Number of Experiments Number of Experiments
—+— BRes —+— BRRes LRes LRRes RK|

Figure 6. Residual of the banded part and the low-rank part for different ¢.
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To clearly see the evolution of the bandwidth of the banded matrices and the dimen-
sional increase in the low-rank factors for five iterations, we listed the history of bandwidths
of DkG, DI{J ,and D,f (denoted by b3, b,’z, and b}, respectively) and the column numbers of
L}jdt and Lfdt (denoted by mﬁ and m‘,f, respectively) in Table 2, where the CPU row recorded
the consumed CPU time in seconds. It is obviously seen that, for ¢ = 0.11,1, and 3, the
FSDA requires 5, 4, and 3 iterations to reach the prescribed accuracy, respectively. Further
experiments show that the required number of iterations, when terminated, will decrease
as ¢ goes larger. Additionally, we see that bandwidths bf and b,‘(‘ rise much in the second it-
eration but keep almost unchanged for the remaining iterations. Nevertheless, b{ decreases
gradually after reaching the maximal value in the second iteration, which is consistent with
the convergence of D{! in Corollary 1. On the other hand, we see from mZ and m,‘% that the
column numbers in the second iteration are about fourfold of those in the first iteration
since the FSDA does not deflate the low-rank factors at the first iteration. However, the
column numbers in the fifth iteration (if it exists) are less than twofold of those in the fourth
iteration. This reflects that deflation and PTC are efficient in reducing the dimensions of
low-rank factors. In our experiments, we also found that nearly half of the CPU time in
the FSDA was consumed in forming (I, + Df!D§) "' D} in the pre-termination. However,
such a time expense might decrease if the initial bandwidths b3, b, and b§ are narrow.

Table 2. CPU times and history of bandwidth of banded matrices and column numbers of low-rank
factors in Example 2.

1

2

3

4

5

[b§ by by my mi]

(b bic b my ]

S 1h pa b 8
[by by by my my

(0F b} b o]

g 1h n, 8
[by by by my my

[445 445 445 34 34]
[979 980981 126 132]

[445 445 445 34 34]
[982982 1042 126 132]

[445 445 445 34 34]
[973 767 973 126 132]

[445 445 445 34 34]
[1047 1033 1051 126 132]

[445 445 445 34 34]
[998 998 997 126 132]

¢ =011 [981980980 474 484] [981980980 474 481] [973767 748 480 492]  [1050 1047 1049 468 495]  [998 999 973 474 488]
[981 980 768 1012 1020]  [981 980 768 1014 1018] [973 767 674 1025 1032]  [1050 1042 1047 1096 1028] [981 980 768 1011 1023]
[981 980519 1758 1767]  [981 980 522 1759 1771] [973 767 493 1801 1812]  [1050 1042 983 1946 1853]  [981 980 525 1762 1773]
CPU 4443.63 4451.36 4456.96 4414.65 4457.14
[445 445445 34 34] [445 445 445 34 34] [445 445445 34 34] [445 445 445 34 34] [445 445445 34 34]
[973 767973 126 132]  [768973769 126 132]  [815973 973 126 132] [1033 996 1042 126 132] [745 745 748 126 132]
¢=1 [973 973973 471 476]  [767 973766 469 476]  [815973768 477 487]  [1042 1042 1042 479 490]  [753 980 732 474 488]
[973973 646 911 927]  [767 973 555 910 916]  [815 973 646 1007 1027]  [1042 1042 840 973 980] [753 980 684 923 931]
CPU 4014.65 4025.74 3993.86 4107.84 4020.12
[445 445 445 34 34] [445 445 445 34 34] [445 445 445 34 34] [445 445 445 34 34] [445 445 445 34 34]
¢ =230 [652654674 126 132] [746746746 126 132]  [695673 675 126 132] [674 686 685 126 132] [701 703 686 126 132]
[652 654 519 448 453]  [746 746 650 466 475]  [695 673 614 449 454] [674 686 658 447 454] [701 703 651 448 455]
CPU 1797.39 1640.02 1803.23 1748.16 1695.01

To further compare numerical performances between the FSDA and SDA_HODLR for
larger problems, we extended the original scale to N = 15,840, 21,120, 26,400 and 31,680
at ¢ = 3.0 and ran both algorithms until convergence. The results are listed in Table 3,
where one can see that both the FSDA and SDA_HODLR (i.e., SDA_HD in the table)
attain the prescribed residual accuracy within three iterations, and SDA_HODLR requires
less CPU time than FSDA does. However, there seems a strong tendency that the FSDA
will outperform the SDA_HODLR on CPU time for larger problems, as the CPU time of
the SDA_HODLR appears to surge at N = 26,400 and SDA_HODLR used up memory at
N = 31,680 without producing any numerical results (denoted by “—”). The symbols “*” in
the SDA_HODLR column represent no related records for bandwidth and column number
of the low-rank factors.

We further modified this example to have a simpler banded part to test both algorithms.
Specifically, the relatively data-concentrated banded part of bandwidth 3 is extracted and
tiled along the diagonal direction for 20 times to form D{'. As before, an SVD is imposed on
the rest matrix to construct the low-ranked parts L{} and L4} after tiling the derived unitary
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matrices 20 times and multiplying Zi‘/ 2(1: 74,1 : 7,) from the right. We still selected & = 3.0
and ran both the FSDA and SDA_HODLR at scales N = 15,840, 21,120, 26,400 and 31,680
again. The obtained results are recorded in Table 4, where it is readily seen that the FSDA
outperforms the SDA_HODLR on CPU time. Once again, the SDA_HODLR ran out of
memory for the case N = 31,680.

Table 3. Numerical results for FSDA and SDA_HODLR in Example 2 at { = 3.0. The symbol * stands
for no related records.

N 15,840 21,120 26,400 31,680
FSDA SDA_HD FSDA SDA_HD FSDA SDA_HD FSDA SDA_HD

bf [445 695 695] * [445 736 736] * [445 723 723] * [445 652 652] *

b,}(’ [445 673 673] * [445 745 745] * [445 737 737] * [445 654 654] *

bé [445 675 614] * [445 745 674] * [445 738 653] * [445 674 619] *

m§ [34 126 448] * [34 126 469] * [34 126 460] * [34 126 444] *

s, [34 132 453] * [34 132 476] * [34 132 469] * [34 132 454] *

IT. 3 3 3 3 3 3 3 —
RES. 783x1077 144 x10°P 727x10°Y7 170x 107" 804x 1077 1.74x 107 596 x 10°1° —
CPU 6740.54 1285.31 13,037.43 3701.43 18,154.14 17,653.63 21,618.03 —

Table 4. Numerical results for FSDA and SDA_HODLR in relatively simpler banded part of Example 2
at ¢ = 3.0. The symbol * stands for no related records.

N 15,840 21,120 26,400 31,680

FSDA SDA_HD FSDA SDA_HD FSDA SDA_HD FSDA SDA_HD

bé [31 31 31] * [36 37 37] * [38 39 39] * [34 37 37] *

by [28 30 30] * [34 36 36] * [38 40 40] * [36 39 39] *

by [28 31 28] * [36 38 34] * [38 42 38] * [34 40 35] *

m’é [48 280 628] * [48 286 647] * [48 287 651] * [48 285 647] *

my, [48 281 628] * [48 285 645] * [48 287 650] * [48 287 650] *

IT. 3 3 3 3 3 3 3 —
RES. 595x 1077 209 x 107!° 346 x 1071® 181 x 107® 849 x 107® 3.05x 107® 9.93 x 1077
CPU 133.71 1255.06 218.07 3744.06 288.53 15,508.81 344.18 —

Example 3. This example is an extension of small-scale electric power systems networks to a
large-scale one which is used for signal stability analysis [19-21]. The corresponding matrix
Ao 15 from the power system of New England (https://sites.google.com/site/rommes/software,
“ww_36_pemc_36.mat”, accessed on 1 June 2023). Figure 7 presents the original structure of the
matrix A of order 66. We properly modified elements Aqyi(32,28) = —36.4687, Aori(32,29) =
—37.922, Ayi(46,42) = —33.0033; Ayyi(46,43) = —76.8277, Aui(60,56) = —83.0405,
Api(60,57) = —73.9947, Aori(60,59) = —34.0478. Then the banded part Dg‘ri is extracted from
blocks Aqri(1:6, 1:6), Aori(7:13, 7:13), Aoyi(14:20, 14:20), Aori(21:27, 21:27), Ayyi(28:34, 28:34),
Aori(35:41, 35:41), Ayyi(42:48, 42:48), Aori(49:55, 49:55), Aori(56:62, 56:62), and Ayi(63:66,
63:66), admitting the bandwidth of 4. After tiling D, 200, 400, and 600 times along the diagonal
direction, we obtain banded matrix D{J“ of scales N = 13,200, 26,400 and 39,600. For the low-rank
factors, an SVD of the matrix Aoy — D2, is firstly implemented to produce the diagonal singular
value matrix X. 4 and the unitary matrices U4 and V5. The low-ranked parts L{‘O and Lé% are then
constructed by tiling Ua(:,1 : r,) and V4 (:,1 : r4) 200, 400, and 600 times and dividing their
F-norms, respectively, where r, is the number of singular values in =5 less than 1010, The matrices

G and H are ,
G:=D§ =¢ly, H:=D' =Iy——=D§(D§")"
N o = Iv=377P0 (Do)

with ¢ > 0.
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Figure 7. Structured matrix A of order 66 x 66 (1194 non-zeros) in Example 3.

We took different ¢ and ran the FSDA to compute the stabilizing solution for different
dimensions N = 13,200, 26,400, and 39,600. In our experiments, the FSDA always satisfied
the pre-terminating condition (39) first and then terminated at LR_RRes < ¢; = 10711, We
picked ¢ = 95 and listed derived results in Table 5, where BRes (or LRes) and B_RRes
(or LR_RRes) record the absolute and the relative residual for the banded part (or the
low-rank part), respectively, and 7y, [bf by bE ml mi | record histories of the upper bound
of the residual of DARE, the bandwidths of DkG , Df and Dl‘? and the column numbers of
the low-rank factors L}?‘” and Lfdt , respectively. Particularly, the ¢, column describes the
accumulated time to compute residuals (excluding the data marked with “x”).

Table 5. Residuals, column numbers of low-rank factors, and CPU times at ¢ = 95 in Example 3.

k BRes B_RRes LRes LR_RRes 7k [b3 b b2 m) m] te
N=13200 £=95 1, =1, =107'® mmpmax = 2000
1 1.02x10° 142x1072  1.04x10®°* 125x1072* 267x1072* [6 6 6 29 29] 1.03
2 233x10°  325x107°  140x107'* 206x107°* 345x107°* [6 6 6 66 66 5.01
3 619x107%  864x107% 294x1073* 433x1078* 130x1077* 6 6 6 76 76] 79.13
4 137x1077 202x10712  628x10°° 776 x 10711 796 x 1071 [6 6 6100101] 158.63
5 227x1077 330x107™ 431x107M  633x1071  338x107%  [6 6 6169 170] 246.55
N=26400 =95 1, =1, =10"1® mpma = 2000
1 831x10> 864x107%  161x10°* 181x1072* 267x1072* [6 6 6 29 29] 3.58
2 295x10° 3.07x107°  140x107'* 146x107°* 321x107°* [6 6 6 66 66 13.92
3 491x107% 511x10%  294x1073* 3.06x1078* 807x10°8* 6 6 6 75 76] 534.56
4 194x1077 202x107'2 528x107® 549x107'"!1 569 x 10711 6 6 6 97 98]  1085.76
5 321x107° 330x107% 481 x10"M  800x107' 339x107 |6 6 6160161]  1675.01
N=39,600 &=95 1, =1, =10"1® mpma = 2000
1 1.01x10° 864x107%  162x10®°* 181x1072* 267x1072* [6 6 6 29 29] 7.93
2 361x10°  307x107° 140x107'* 1.19x107°* 319x107°* [6 6 6 66 66 33.41
3 602x107% 511x107% 294x1073* 250x1078* 762x107%* [6 6 6 76 77 605.64
4 237x1077 202x107'2  528x107® 448 x107'"!  468x107''  [6 6 6100102]  1210.54
5 394x107% 330x107% 522x107'"  443x107°® 339x107“ [6 6 6170172]  1923.38

Obviously, for different N, the FSDA is capable of achieving the prescribed accuracy
after five iterations. The residuals BRes, B_RRes, LRes, and LR_RRes indicate that the
FSDA tended to converge quadratically. Especially, BRes (or B_RRes) at different N are of
nearly same order and terminate at O(10~%) (or O(10~!1)). Similarly, LRes (or LR_RRes)
at different N attain the order O(10~) (or O(1071°)). More iterations seemed useless in
improving the accuracy of LRes and LR_RRes. Note that data labelled with the superscript

*” in columns LRes, LR_RRes and 7 come from the re-running of the FSDA to complement
the residual in each iteration, and their corresponding CPU time is not included in the
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column t;. Lastly, [bf b,’: by mZ mi | indicate that the bandwidths of DE , DE , and DE are
invariant and the column numbers of the low-rank factors grow less than twice in each
iteration, demonstrating the effectiveness of the deflation and PTC.

We also ran the FSDA to compute the solution of the DARE of ¢ = 90 and the results
were recorded in Table 6. In this case, the FSDA requires seven iterations to reach the
prescribed accuracy. As before, the last few residuals in the column BRes (or B_RRes) at
different N are almost the same of O(10~%) (or O(10~14)). The residuals LRes (or LR_RRes)
at different N terminate at O(10~1) (or O(10~1%)). In particular, BRes and B_RRes showed
that the FSDA attained the prescribed accuracy at the 5th iteration, but the corresponding
residual of the low-rank part was still between 10~8 and 10~%. So two additional iterations
were required to meet the termination condition (40), even if the residual level in B_RRes
kept stagnant in the last three iterations. From a structured point of view, it seems that
the low-rank part is approaching the critical case while the banded part still lies in the
non-critical case. Similarly, [b§ b’hc b’; mZ mi] indicate that D, Df, and D;;‘ are all block
diagonal with block sizes < 6 and the deflation and PTC for the low-rank factors are
effective. Moreover, t;, shows that the CPU times at the current iteration were less than
twice that of the previous iteration when k > 3.

Table 6. Residuals, spans of columns, and CPU times at ¢ = 90 in Example 3.

k BRes B_RRes LRes LR_RRes T [b‘,% bz b mz m‘,g;] tr
N=13200 &=90 Tz =1, =107 mmay = 2000
1 1.02 x 103 1.42 x 1072 1.59 x 103 * 212x1072%  335x107%* 6 6 6 29 29] 1.05
2 2.33 x 10° 3.25 x 1075 3.04x1071*  424x107%*  3.68x1075* 6 6 6 66 66] 5.03
3  619x1073 8.64 x 1078 438x1072*  611x1077* 699 x 1077 * 6 6 6 76 76] 82.23
4  609%x1077 849 x 10712 3.45 x 1073 4.81 x 1078 481 x 1078 [6 6 6100101] 162.04
5 100x107°  140x 10~ 9.49 x 104 1.32 x 1078 1.32 x 1078 6 6 6169 170] 248.86
6  1.00x107° 1.40 x 10714 1.01 x 1073 1.41 x 10710 1.41 x 10710 [6 6 6225256] 355.07
7 1.00x107°  140x 10" 9.45 x 10710 1.31 x 10714 2.72 x 10714 [6 6 6225256] 449.81
N=26400 =90 Tg =1, =107 mmpay = 2000
1 1.44 x 103 1.42 x 1072 1.61 x 103 * 221 x1072%  3.63x107%* 6 6 6 29 29] 3.89
2 3.29 x 10° 325 x 1075 3.04x1071*  3.00x107°*  355x107>* 6 6 6 66 66] 14.24
3  876x1073 8.64 x 1078 438 x1072*  432x1077*  519x1077* 6 6 6 76 76] 554.22
4  861x1077  849x1071? 3.45 x 1073 3.40 x 1078 3.40 x 1078 [6 6 6100101] 1100.79
5 142x107°  140x 107 9.49 x 104 9.35 x 10~? 9.35 x 1077 6 6 6169 170] 1667.77
6  142x107° 1.40 x 10714 1.01 x 1073 1.00 x 1010 1.00 x 10710 [6 6 6210234] 2286.67
7  142x107°  140x 107 9.46 x 10710 9.33 x 107 1% 233 x 10714 [6 6 6210234] 2924.54
N=39600 &=90 Tg =1, =101 mmpay = 2000
1 1.76 x 103 1.42 x 1072 1.61 x 103 * 221 x1072%  3.63x107%* 6 6 6 29 29] 7.49
2 4.03 x 10° 3.25 x 1075 3.04x1071*  245x107°*  349x1075* 6 6 6 66 66] 28.02
3 1.07x1072 8.64 x 1078 438 x1072*  353x1077*  439x1077* 6 6 6 76 76] 564.66
4  1.05x107% 849 x 10712 3.45 x 1073 2.78 x 1078 2.78 x 1078 [6 6 6100101] 1206.85
5 174x107°  140x 1071 9.49 x 104 7.64 x 1079 7.64 x 1077 6 6 6169 170] 1929.52
6 174x107%  140x 1071 1.01 x 1072 8.19 x 10711 8.19 x 1011 [6 6 5209 234] 3553.12
7  174x107°  140x 107 9.48 x 10710 7.63 x 10715 217 x 10714 [6 6 0209 234] 5806.44

We further compare numerical performances between the FSDA and SDA_HODLR
for large-scale problems. Different values of ¢ have been tried and the compared numerical
behaviors of both algorithms are analogous. We list the results of ¢ = 98 and ¢ = 250 in
Table 7, where one can see that the FSDA requires less iterations and CPU time to satisfy the
stop criterion than the SDA_HODLR. Particularly, the SDA_HODLR depleted all memory
at N = 39,600 and did not yield any numerical results (denoted by “—"). The symbols
“+” in the SDA_HODLR column represent no related records for bandwidths and column
numbers of the low-rank factors.
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Table 7. Numerical results between FSDA and SDA_HODLR of Example 3. The symbol * stands for
no related records.

N 13,200 26,400 39,600
FSDA SDA_HD FSDA SDA_HD FSDA SDA_HD
b [6 6 6 6] * [6 6 6 6] * [6 6 6 6] *
b% [6 6 6 6] * [6 6 6 6] * [6 6 6 6] *
a [6 6 6 6] * [6 6 6 6] * 6 6 6 6] *
mli“ [29 66 77 101] * [29 66 77 102] * [29 66 77 102] *
F=98 m% [29 66 77 102] * [29 66 77 103] * [29 66 77 102] *
IT. 4 5 4 5 4 —
RES. 8.01 x 10712 1.64 x 10712 742 x 10712 1.50 x 10714 6.22 x 10712 —
CPU 162.18 1130.93 1148.34 18,832.71 1246.78 —
b [6 6 6] * [6 6 6] * [6 6 6] *
b,% [6 6 6] * [6 6 6] * [6 6 6] *
be [6 6 6] * [6 6 6] * [6 6 6] *
m [29 66 69] * [29 66 69] * [29 66 69] *
& =250 m% [29 66 73] * [29 66 71] * [29 66 73] *
IT. 3 3 3 3 3 —
RES. 1.75 x 10712 1.73 x 10712 254 x 10712 1.74 x 10712 3.62 x 10712 —
CPU 80.96 655.69 536.76 15,322.53 634.70 —

7. Conclusions

The stabilizing solution of the discrete-time algebraic Riccati Equation (DARE) from
the fractional system, with high-rank non-linear term G and constant term H, is not of
numerical low-rank. The structure-preserving doubling algorithm (SDA_h) proposed in [18]
is no longer applicable for large scale problems. In some applications, such as in power
systems, the state matrix A is of banded-plus-low-rank, and in those cases SDA can be
further developed to the factorized structure-preserving doubling algorithm (FSDA) to solve
large scale DAREs with high-rank non-linear and constant terms. Under the assumption that
G and H are positive semidefinite and D¢ and D'! are banded matrices with banded inverse
(BMBI), we presented the iterative scheme of FSDA, as well as the convergence of the banded
and the low-ranked parts. A deflation process and the technique of PCT are subsequently
proposed to efficiently control the growth of the number of columns of low-rank factors.
Numerical experiments have demonstrated that the FSDA always reaches the economical pre-
terminating condition associated with the banded part before the real terminating condition
related to the low-rank part, yielding good approximated solutions Hy = D} + LEKH (LH) T
and Gy = DF + LYKC(LY) T to the DARE and its dual, respectively. Moreover, our FSDA is
superior to the existing SDA_HODLR on the CPU time for large-scale DAREs. For future
work, the computation of the stabilizing solution for CAREs might be further investigated.
This will be more complicated as the Cayley transformation is incorporated and the selection
of the corresponding parameter does not seem easy. In addition, other sparse structures of A
and high-rank H and G might be investigated.
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Matrices LY, L4, LI and L4} are actually the deflated, truncated and compressed

low-rank factors LS, L4, LHdt and L5}, respectively. We omit the superscript “dt” for

the simpler notation.
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Matrices Ll?—l/ Lflk—l' L,Iil and L‘z“k71 are actually the deflated, truncated and com-
pressed low-rank factors L{%, L{! | LI and L34" |, respectively. We omit the superscript

“dt” for convenience.

Appendix C. Description for the Deflation of LS

8 a1 8 h a
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After the previous deflation, there are m3 — 2m” columns in L§ and L{} (items marked
with bold type in (A2) and (A3)) and mj — m" columns (items marked w1th bold type
in (A4) and (Ab)) in D?GHGLg and DfGHGLf‘z are identical. Then, one can remove
columns of L (:,m* +1 : m§ —m") in (A2) and DFCHOLA (1,1 : m4 — m”) in (A5) (ie.,
items with bold type in (A2) and (A5)), keep columns of L4} (:, 1 : m‘g —2m") in (A3) and
DfGHGLg(:, mg —my?+1: mg — m") in (A4) (i.e., items with bold type in (A3) and (A4)),
respectively. Then there are two matrices with each of order N x m” are left in LS and only
one matrix of order N x m” left in DAGHGLA

Note that matrices L2 , L and L » are actually the deflated, truncated and com-
pressed low-rank factors L§%, ledz, Lt and L2k, respectively.

Appendix D. Description for the Deflation of L‘l“3
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To deflate L{‘3, columns of D?GH sz(:, 1: my! —m") are removed (i.e., items marked
with bold type in (A7)) but columns of DCHLS(:, mg —myt +1: m§ —m") (i.e., items
marked with bold type in (A6)) are retained in Lﬁ' So only one matrix of order N x m*“ is
left in DJCHLY i, the last item IT)_,DACH L4 in (AS8).

Note that matrices LS, Lf‘Z and L;Iz are actually the deflated, truncated, and compressed
low-rank factors LS, L&# and LE®, respectively.

Appendix E

Table Al. Complexity and memory requirement at k-th iteration in the FSDA.

Items Flops Memory
Banded part
T h J h
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A A A hg hg 2 2
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®2,k—/1‘ég(2;,k71 2N(bk721 (rrzl,f1 + mé{fl) + mzfl(m},:f1 + méffl)z) mifl(m,ﬁf1 + m,g;l)
. Kk; (mig_q)*(my_q +mi_q) + MZq(mkf; +my_q) my_q (myg_q +my_y)
AGHGAT wATHGHA g AGHA 2 h 2
K™, kag K5 6(mig_y)*(2my_y +my_y +m_;) 3(mg_q)
K 1HGPTI 20mg_y)(mf_y +mp ) (mf )+ mp ) mi_y (mi_y +m_y)
cgfﬁHéﬁg_lcicH Z(ML%) (m;i*l; 7’13?71)2 zmzflh(mllzfl Emiil)
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* LU factorization and Gaussian elimination is used [42]. ** Householder QR decomposition is used [12].
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