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Abstract: A fractional-calculus-based model is used to analyze the data obtained from the image
analysis of mixtures of olive and soybean oil, which were quantified with the RGB color system.
The model consists in a linear fractional differential equation, containing one fractional derivative of
order α and an additional term multiplied by a parameter k. Using a hybrid parameter estimation
scheme (genetic algorithm and a simplex-based algorithm), the model parameters were estimated
as k = 3.42 ± 0.12 and α = 1.196 ± 0.027, while a correlation coefficient value of 0.997 was obtained.
For the sake of comparison, parameter α was set equal to 1 and an integer order model was also
studied, resulting in a one-parameter model with k = 3.11 ± 0.28. Joint confidence regions are
calculated for the fractional order model, showing that the derivative order is statistically different
from 1. Finally, an independent validation sample of color component B equal to 96 obtained from
a sample with olive oil mass fraction equal to 0.25 is used for prediction purposes. The fractional
model predicted the color B value equal to 93.1 ± 6.6.

Keywords: liquid-liquid mixture; fractional calculus; parameter estimation; image analysis; RGB;
olive oil

1. Introduction

Process monitoring represents an important and fundamental tool aimed at process safety and
economics while meeting environmental regulations. However, for suitable process monitoring,
the analytical instrumentation remains a challenge due to higher costs, equipment sensitivity, and level
of detection, among others [1]. In order to overcome some of these difficulties, image analysis
represents an important field of process monitoring [2]. The main advantages and features are the
low cost, non-invasive characteristics, and high precision/accuracy [3]. The literature reports a broad
range of image analysis applications to food science [4], medical science [5], road-traffic monitoring [6],
road pavement monitoring [7], flare combustion [8], and composition monitoring [9]. Additionally,
applications in the quantification of edible oils mixtures, which have applications in many processes,
such as biodiesel synthesis [10], pavement rejuvenating agents [11,12], and polyurethane synthesis [13],
has also been reported. In this sense, Fernandes et al. [14] analyzed olive and soybean oil mixtures
using image analysis (RGB color system) with linear models for a range of olive oil mass fraction
of 0–0.7. When coupling the image analysis to Ultraviolet–visible spectroscopy (UV–VIS) spectra,
successful predictions in the range of olive oil mass fraction of 0–1 could be obtained. Therefore,
the use of nonlinear models would avoid the use of the UV–VIS spectra in order to accurately predict
the mixture content, as the values of one of the color components behaved as an exponential decay
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with an increase in the olive oil content. This would be an important feature as experimental steps
would vanish, therefore, leading to faster and cheaper results.

Towards this, a mathematical model that consists of a linear fractional differential equation is
proposed. It contains one fractional derivative of order α and one other linear term multiplied by a
parameter k. It was used to analyze the Fernandes et al. [14] experimental data. It is worth mentioning
that fractional calculus deals with differential operators of arbitrary order, being an important
tool to describe memory and hereditary effects of properties of many materials and processes [15].
Fractional calculus also presents a broad range of applications in process systems engineering, rheology,
viscoelasticity, acoustics, optics, chemical physics, robotics, electrical engineering, bioengineering,
anomalous diffusion [16–21]. The solution of the model here proposed is a nonlinear algebraic
equation based on the Mittag-Leffer function, which according to the value of parameter α can turn
into, for example, an exponential function. We also performed a comparison with an integer order
model in order to show that the fractional derivative order is more suitable to describe the experimental
data behavior.

2. Materials and Methods

The experimental data previously reported by Fernandes et al. in [14] concerning the off-line
monitoring of mixtures of olive and soybean oil was used in this manuscript. To summarize,
Fernandes et al. [14] used the RGB color system for off-line image analysis, where a given number of
samples was used for parameter estimation of linear models aimed at concentration prediction and an
independent sample was used for validation purposes, further details can be found in reference [14].
Below, the Table 1 presents the experimental data used in this work.

Table 1. Experimental data.

Sample Purpose Olive Oil Mass Fraction Color Component B

Parameter Estimation

0 175
0.1 144
0.2 116
0.3 83
0.4 54
0.5 29
0.6 12
0.7 0.8
0.8 0
0.9 0
1 0

Model Validation 0.25 96

The main idea of the model is to consider the color component B as a function of the mass fraction
(mf ) of the olive oil in the mixture, as if it would be “disappearing” with an increase of the olive oil
content. Secondly, it is assumed that the color component behavior follows the fractional differential
equation of order α, subjected to the initial conditions given by B(mf = 0) = B0 and d

d(m f )B(m f = 0) = 0:

dαB(m f )
d(m f )α = −(k B(m f )), (1)

where the fractional derivative operator considered here is the Caputo [22] sense, defined as
dα f (x)

dxα = 1
Γ(n−α)

∫ x
0

f (n)(τ)
(x−τ)α−n+1 dτ, with f (n)(x) = dn f (x)

dxn and (n − 1) < α < n, where n is an arbitrary

integer number, and α is a real number.
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The solution of Equation (1) can be obtained by using the Laplace Transform Method and it can
be expressed in terms of the Mittag-Leffer function [23] as follows:

B(m f ) = B0 Eα,α
(
−k (m f )α) = B0

[
∞

∑
j=0

(
−k (m f )α)j

Γ(α (j + 1))

]
= B0

[
∞

∑
j=0

(−1)j (k)j (m f )α×j

Γ(α (j + 1))

]
, (2)

where Γ is the Gamma function (see Equation (17)). It is important to observe that for α = 1, Equation (2)
turns into an integer order model (for B(mf = 0) = B0), which basically concerns an exponential variation
of the color component, i.e.:

dB(m f )
d(m f )

= −(k B(m f )) → B(m f ) = B0 e−[k (m f )]. (3)

The parameter estimation procedure considers a hybrid task aimed at minimizing the least square
function, given by:

FOBJ =
NE
∑

i=1
(deltai(m f ))2 =

NE
∑

i=1

(
BEXP

i (m f )− BMOD
i (m f )

)2

FOBJ =
NE
∑

i=1

(
BEXP

i (m f )−
(

B0

[
∞
∑

j=0

(−1)j (k)j (m f )α×j

Γ(α (j+1))

]))2 (4)

where NE is the number of experimental data, EXP refers to experimental data and MOD refers to
model predictions and delta is the difference between experimental data and model predictions.

A genetic algorithm, based on Isfer et al. [24], was firstly used and the results of this initial
estimation step were used as the initial guess of a simplex-based method [25], in order to refine the
solution. The main role of the genetic algorithm is to avoid a local minimum of the objective function.
Regarding the integer order model, the parameter estimation task used the following expression as an
objective function:

FOBJ =
NE

∑
i=1

(
BEXP

i (m f )−
(

B0 e−(k (m f ))
))2

. (5)

The statistical analysis of the estimated parameters and the mathematical model itself followed
previously-reported procedures [26–28]. The parametric variance matrix, Vparam, is defined as for the

fractional order model, where parameters α and k need to be estimated. From this matrix one can
obtain the standard deviation of the model parameters:[

Vparam

]
(2×2)

=

[
σ2

k σ2
k−α

σ2
k−α σ2

α

]
(2×2)

. (6)

Regarding the integer order model, the parameter variance is given by:[
Vparam

]
(1×1)

=
[
σ2

k

]
(1×1)

, (7)

where only the parameter k needs to be estimated.
From the parametric variance matrix, one can obtain the parametric correlation matrix, given by:

[
rparam

]
(2×2)

==

 1
σ2

k−α
σkσα

σ2
k−α

σkσα
1


(2×2)

, (8)
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for the fractional order matrix, while for the integer order matrix, this matrix does not exist as the
model has only one parameter. It is important to emphasize that the experimental errors (variance) are
considered constant and equal for all experimental data and its value is adequately predicted by:

σ2
BEXP =

FOBJ

NE−NP
, (9)

where NE is the number of experiments and NP is the number of parameter to be estimated (“k” and
“α” (alpha) in the case of the fractional model and “k” in the case of the integer order model). Note that
a better value of the experimental error can be obtained by experimental runs carried out in triplicate
or quadruplicate.

Therefore, an experimental variance matrix, VBEXP , can be obtained, given by Equation (10),
where I is a square identity matrix of dimension NE × NE:

[
VBEXP

]
(NE×NE)

=


σ2

BEXP 0 · · · 0
0 σ2

BEXP · · · 0
...

...
. . .

...
0 0 · · · σ2

BEXP


(NE×NE)

= σ2
BEXP

[
I
]
(NE×NE). (10)

According to the literature [24–28], the elements of the matrix given by Equations (6) and (7) are
given by Equation (11):

[
Vparam

]
(2×2)

∼= σ2
yEXP

[
H(FOBJ)param

]−1

(2×2)
= σ2

BEXP


[
G
]T

(2×NE)

[
G
]
(NE×2)

−2
NE
∑

i=1

[
H
(

BMOD
i

)
param

]
(2×2)

deltai(m f )


−1

, (11)

where H(FOBJ)param is the Hessian matrix of the objective function (Equation (4) or Equation (5)) where

the derivatives were obtained with respect to the parameters and H
(

BMOD
i

)
param is the Hessian matrix

of the model (Equation (2) or Equation (3)) where the derivatives were also obtained with respect to
the parameters. As the model predictions are usually close to the experimental values, deltai(mf ) is
close to zero, the parametric variance matrix is commonly simplified [28] to the following equation:[

Vparam

]
(2×2)

∼= σ2
BEXP

[
H(FOBJ)param

]−1

(2×2)
= σ2

BEXP

([
G
]T

(2×NE)

[
G
]
(NE×2)

)−1
. (12)

The sensitivity matrix G, present in Equation (12), regarding the fractional order model can be
written as:

[
G
]
(NE×2)

=



∂BMOD
1
∂k

∂BMOD
1
∂α

∂BMOD
2
∂k

∂BMOD
2
∂α

...
...

∂BMOD
NE
∂k

∂BMOD
NE
∂α


(NE×2)

. (13)

Concerning the integer order model, it is given by:

[
G
]
(NE×1)

=



∂BMOD
1
∂k

∂BMOD
2
∂k
...

∂BMOD
NE
∂k


(NE×1)

. (14)
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Considering the fractional case, the model derivatives c with respect to the parameters are given
by the expressions:

∂BMOD
i (m f )

∂k
= B0

[
∞

∑
j=0

(−1)j j(k)j−1(m f )α×j

Γ(α(j + 1))

]
, (15)

∂BMOD
i (m f )

∂α
= B0

∞

∑
j=0

(
(−1)j(k)j(m f )α×j(j)(ln(m f )−Ψ(α(j + 1)))

Γ(α(j + 1))

)
, (16)

where the relations defined below are valid [29], where x and t are dummy variables:

Γ(x) =
∞∫
0

e−ttx−1dt,

dΓ(x)
dx =

∞∫
0

e−ttx−1 ln(t)dt,

Ψ(x) = 1
Γ(x)

dΓ(x)
dx .

(17)

On the other hand, considering the integer order model, the model derivative with respect to the
parameter is given by Equation (18):

∂BMOD
i (m f )

∂k
= −B0(m f )e−k(m f ). (18)

The parameters confidence intervals are calculated by:
kestimated −

[
t1− β

2
NE−NP(σk)

]
< k < kestimated +

[
t1− β

2
NE−NP(σk)

]
αestimated −

[
t1− β

2
NE−NP(σα)

]
< α < αestimated +

[
t1− β

2
NE−NP(σα)

] , (19)

for the fractional order model and by:{
kestimated −

[
t1− β

2
NE−NP(σk)

]
< k < kestimated +

[
t1− β

2
NE−NP(σk)

]
, (20)

for the integer order model. The parameter standard deviation is obtained from the square root of the
elements of the diagonal of the matrix given by Equation (12). Additionally, for a given confidence level
(usually 95%, therefore, β equals 0.05) and the degree of freedom (NE–NP), the Student’s t distribution
value is used to obtain the formal confidence interval.

The parameter joint confidence region of the fractional order model is given by:

[
k− kestimated α− αestimated

]T

(1×2)

[
H(FOBJ)param

]
(2×2)

[
k− kestimated
α− αestimated

]
(2×1)

= σ2
BEXP NP F1−β

(2,NE−2) , (21)

where the value of the Fisher distribution value, F, is obtained for a given confidence level (usually
95%, therefore β equals 0.05) and the degrees of freedom NP and (NE−NP). In the previous equation,
the approximation given by Equation (12) is considered, consequently, Equation (22), is used in this
work for the fractional order model:

σ2
BEXP

[
H(FOBJ)param

]−1

(2x2)
= σ2

BEXP

([
G
]T

(2×NE)

[
G
]
(NE×2)

)−1
→
[

H(FOBJ)param

]
(2×2)

=

([
G
]T

(2×NE)

[
G
]
(NE×2)

)
. (22)
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It is important to emphasize that the region calculated by the equation

[
k− kestimated α− αestimated

]T

(1×2)

[([
G
]T

(2×NE)

[
G
]
(NE×2)

)]
(2×2)

[
k− kestimated
α− αestimated

]
(2×1)

= σ2
BEXP NP F1−β

(2,NE−2), (23)

usually has an ellipsoidal shape due to the presence of parameter correlation and corresponds to a
linearization of the objective function [24–28].

A more realistic parametric joint confidence region can be obtained by Equation (24), where the
nonlinear feature of the objective function is taken into account. It is important to stress that the
region calculated by Equation (24) is larger than the region obtained by Equation (23) and it does not
necessarily has an ellipsoidal shape [30]:

FOBJ(k, α) = FOBJ(kestimated, αestimated)

(
1 +

(
NP

NE−NP

)
F1−β
(NP,NE−NP)

)
, (24)

where FOBJ(kestimated, αestimated) is the final value of the objective function.
The correlation coefficient between model predictions and experimental data, r, is:

r =

NE
∑

i=1

(
BEXP

i (m f )− BEXP
i (m f )

)(
BMOD

i (m f )− BMOD
i (m f )

)
√(

NE
∑

i=1

(
BEXP

i (m f )− BEXP
i (m f )

)2
)(

NE
∑

i=1

(
BMOD

i (t)− BMOD
i (m f )

)2
) , B(m f ) =

NE

∑
i=1

Bi(m f )
NE

. (25)

Finally, regarding the fractional order model, the variance of model predictions of the experimental
data used in the parameter estimation task, named in this work as model confidence region, is given by
Equations (26) and (27). If the confidence interval of future experimental data prediction is necessary,
Equations (28) and (29) should be used instead as, in this case, both the experimental error and the
model error prediction should be considered. The following equations were also used for the integer
order model analysis:

BEXP
i − t1− β

2
NE−NP

√
VMOD

BEXP (i, i) < BEXP
i < BEXP

i + t1− β
2

NE−NP

√
VMOD

BEXP (i, i), (26)[
VMOD

BEXP

]
(NE×NE)

=
[
G
]
(NE×2)

[
Vparam

]
(2×2)

[
G
]T

(2×NE)
, (27)

BEXP
i − t1− β

2
NE−NP

√
VPRED

BEXP (i, i) < BEXP
i < BEXP

i + t1− β
2

NE−NP

√
VPRED

BEXP (i, i), (28)[
VPRED

BEXP

]
(NE×NE)

=
[
G
]
(NE×2)

[
Vparam

]
(2×2)

[
G
]T

(2×NE)
+
[
VBEXP

]
(NE×NE)

. (29)

3. Results

For the genetic algorithm, the number of individuals (each individual consist on a pair of k, α for
the fractional order model, or a single value of k for the integer order model) was set equal to 200 and
the number of generations was set equal to 100. The probabilities of crossover and mutation were
set as 80% assuring a good macroscopic search and of 10% assuring a good microscopic (refinement),
respectively. In order to obtain each individual of a given generation, two individuals (“genitors”) of
the previous generation were randomly selected. After that, a random number in the interval (0–1)
was generated, and if its value was in the interval of (0–0.8), the crossover, which consisted in an
arithmetic mean of the values of the parameters of the genitors, occurred, leading to a new individual.
If a number between (0.8–1) was generated, the genitor with the lowest objective function was selected
as the new individual of the current generation. Afterwards, another random number in the interval
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(0–1) was generated. If its value was in the interval of (0–0.15), mutation occurred. The mutation
consisted in increasing the parameter value resulting from the crossover step by 10% of its value. If a
number between (0.15–1) was generated, no mutation occurred. For another individual, two new
different genitors were randomly selected. Finally, it is important to mention that 10 independent runs
were carried out using the genetic algorithm. The simplex-based model used 10−5 as the convergence
criteria for all parameters. Table 2 presents the parameter estimation results.

From the results reported in Table 2, one can verify that the fractional order model can successfully
describe the experimental dataset and it also shows to be a better model than the integer order
model. This can be observed by the lower values of the objective function, the parametric variance,
the narrower confidence interval and the closer to one value of the correlation coefficient presented by
the fractional order model. One can conclude that this better fit occurred because the integer order
model has a one parameter, while the fractional order model has two parameters. However, the value
of
√

σ2
yEXP is a more neutral comparison value, as it takes into account the number of parameters

of the model, this value was also smaller for the fractional order model. Finally, it is important to
stress that parameter α is not a simple fitting parameter. It also shapes the mathematical function
during the estimation task, according to the value of α the Mittag-Leffler function assumes a different
mathematical form. As mentioned, if α = 1, an exponential function shows up, while if α 6= 1, another
function is represented by the Mittag-Leffler expression. It is important to observe from Table 2 that
the parametric correlation between k and α is approximately 0.3, which is an important result as
the final value of parameter k has little influence on the final value of parameter α. According to
Himmelblau [27], when the parametric correlation is close to 1 or −1, a wrong set of parameters
can be estimated as a wrong value of one parameter could be compensated by a wrong value of
another parameter resulting in an overall good fit. Consequently, the lower the parametric correlation,
the closer to the true value the parameters tend to be. Finally, it is important to mention that the
confidence interval of the fractional differential equation order, parameter α, [1.14; 1.26] does not
include the value 1, therefore, it is very important to stress that the fractional derivative is statistically
different from an integer order derivative.

Table 2. Parameter estimation results.

Result Fractional Order Model Equation Integer Order Model Equation

NE (Number of Experiments) 11 - 11 -
NP (Number of Parameters) 2 (k, α) - 1 (k) -

FOBJ 312.4 (4) 1987.2 (5)√
σ2

BEXP =
√

FOBJ
NE−NP 5.89 (9) 14.09 (9)

k 3.42 - 3.11
k (standard deviation) 0.12 (6) 0.28 (7)
k (confidence interval) [3.14; 3.69] (19) [2.48; 3.75] (20)

α 1.196 - - -
α (standard deviation) 0.027 (6) - -
α (confidence interval) [1.14; 1.26] (19) - -[

Vparam

]
(parametric covariance matrix)

[
1.459× 10−2 9.778× 10−4

9.778× 10−4 7.325× 10−4

]
(6)

[
8.170× 10−4] (7)[

rparam

]
(parametric correlation matrix)

[
1 0.299

0.299 1

]
(8) - -

r 0.997 (25) 0.987 (25)
r2 0.993 - 0.972 -

Figure 1 compares the model behavior of both modeling approaches. The better fit provided by
the fractional order model (Figure 1a) can be seen, as the model is closer to the experimental data
when compared to the integer order model (Figure 1b). This happened as a result of the parameter
estimation results listed in Table 2. Additionally, one can observe that the model confidence regions
and model prediction regions are narrower in the fractional order model. As this model provided



Fractal Fract. 2018, 2, 11 8 of 12

a better fit, the confidence in the model predictions tend to be closer to the true value. Finally, it is
important to observe that the integer order model is an exponential function, while the fractional order
model is a different function, as the value of α is different from 1. In the figures, the vertical bar errors
were calculated by Equation (9) for each model, and as the value of the objective function is smaller for
the fractional order model, the experimental error prediction is also smaller. The model confidence
region was obtained by Equation (26) and the region of future experiment prediction was calculated
by Equation (28). This last region is expected to be broader as it includes not only the model variance,
but also the experimental variance.
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Figure 2. (a) Fractional order model behavior; and (b) integer order model behavior.

Figure 3 presents the histogram of residuals (difference between experimental data and model
prediction) for the fractional order model (Figure 3a) and the integer order model (Figure 3b). It can
be observed that, due to the better fit of the fractional order model, its residual histogram presents a
narrower distribution and according to the mean and standard deviation, and one can conclude that
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the average residual is equal to zero (the standard deviation is much higher than the mean). This is an
important feature, because an eventual difference may occur due to experimental error and not due to
a biased model.Fractal Fract. 2018, 2, 11  10 of 12 
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Figure 3. (a) Fractional order model behavior; and (b) integer order model behavior.

Figure 4 presents the normal probability plot of the residuals for the fractional order model
(Figure 4a) and the integer order model (Figure 4b). One can observe that the residuals, besides
having a mean value statistically equal to zero, can also be regarded as following a normal distribution,
evidencing that the model predictions are not biased, i.e., the model does not need another term or
parameter in its structure.
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Figure 4. (a) Fractional order model behavior; and (b) integer order model behavior.

Figure 5 presents the joint confidence region calculated using the linear (Equation (23)) and
nonlinear (Equation (24)) features of the objective function. The meaning of this region is that any
set of parameters inside the region provides a statistically equal value of the objective function that
another set of parameters would provide. Therefore, as mentioned before, it is important to stress that
the values of parameter α (alpha) do not include the value 1, consequently, the value of the derivative
is statistically different from an integer value. As expected, the region obtained by Equation (23) has
an ellipsoidal shape and it is smaller than the region obtained by Equation (24), which considers the
nonlinearities of the objective function.
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Finally, Table 3 presents the model validation results. The model prediction for an olive oil mass
fraction of 0.25 has a Color Component B of 93.1, which is close to the experimental value of 96.
However, when considering the uncertainty of the model prediction, calculated using Equation (29),
it can be regarded as statistically equal to the experimental value. The integer order model prediction
is considerably different form the experimental value and the uncertainty of this prediction is even
worse, which is one more indication that the fractional order model provides a better description of
the experimental data and can be used for composition monitoring.

Table 3. Model Validation.

Experimental Fractional Order Model
Prediction

Integer Order Model
Prediction

Olive oil mass fraction Color Component B Color Component B Color Component B
0.25 96 93.1 ± 6.6 80.2 ± 15.2

4. Conclusions

Two different models were used to quantify different olive and soybean oil mixtures characterized
by image analysis with the aid of the RGB color system. The model based on the fractional
calculus-based approach could better describe the experimental dataset, presenting better results of
parameter estimation quantities, such as objective function values and parameter variance. This model
could successfully describe an independent validation sample, while the integer order model failed to
predict the value of the validation sample. Consequently, the approach proposed here can be used as
an alternative tool for possible on-line monitoring applications where a change color occurs, and it can
be processed and quantified by image analysis techniques.
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