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Abstract: The internet has become an indispensable tool for organizations, permeating every facet of
their operations. Virtually all companies leverage Internet services for diverse purposes, including
the digital storage of data in databases and cloud platforms. Furthermore, the rising demand for
software and applications has led to a widespread shift toward computer-based activities within the
corporate landscape. However, this digital transformation has exposed the information technology
(IT) infrastructures of these organizations to a heightened risk of cyber-attacks, endangering sensitive
data. Consequently, organizations must identify and address vulnerabilities within their systems,
with a primary focus on scrutinizing customer-facing websites and applications. This work aims to
tackle this pressing issue by employing data analysis tools, such as Power BI, to assess vulnerabilities
within a client’s application or website. Through a rigorous analysis of data, valuable insights and
information will be provided, which are necessary to formulate effective remedial measures against
potential attacks. Ultimately, the central goal of this research is to demonstrate that clients can
establish a secure environment, shielding their digital assets from potential attackers.

Keywords: analytics; cybersecurity; machine learning; Power BI; website

1. Introduction

Due to increased demand and increased competitiveness, the majority of operations
conducted by corporate companies have become digital. In contrast to the conventional
methods of corporate practices, the internet has become the sole tool for carrying out
activities due to its reach and ability to attend to a larger clientele. Moreover, with the
advent of new technologies like cloud computing and SQL, a large quantity of sensitive
data can be stored in repositories online or in the cloud. However, the universality and
versatility of the internet can prove to be fatal and a loophole for dangerous cyber-attacks,
which might not only affect the sensitive data of the corporation but also affect the entire
information technology structure of the organization by crippling it, halting operations,
and, in turn, decelerating profits exponentially. Therefore, in order to combat this, it is
essential to develop a foolproof, strong cybersecurity system to combat these loopholes and
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develop a remedial solution. Cyber security is one of the practices of developing machinery
to combat cyber assaults on software and computerized systems. It has an application
spread over virtually every sector due to its digital dependence on operations. Moreover,
in the political, military, and healthcare sectors, it is all the more important due to the risks
involved in the sensitive data being leaked.

Cyber-attacks come in various forms such as SQL injections [1], malware, and cross-
site scripting (XSS) [2]. These attacks occur in various parts of the machinery or structure,
like the database or the HTML code of the page, and manipulate the values to obtain
unauthorized access to the data of clients and extort these data for monetary incentives and
malicious gains. Companies lose a massive amount of data and money due to falling victim
to these attacks and it is hence mandatory to invest in cybersecurity. In order to understand
and develop a cyber-security strategy, it is essential to obtain and aggregate data from
sources like passive scans and reports of the website’s cyber health. After receiving the
data, the next crucial step would be to analyze the data to obtain insights that can be
provided to the clients and other departments so that they can act on the insights and
formulate a new strategic plan. This is where data analytics comes into the picture. Data
analytics [3] is the practice of collecting, managing, analyzing, visualizing, and presenting
data. Over the years, data analytics has garnered significant popularity due to the influx of
large amounts of data and due to it enabling data-driven decisions with higher chances
of success. The ideal strategy of action can be planned by using the practices mentioned
for cybersecurity data such as antivirus scan results, features of URLs, and the presence or
absence of security features like security headers, and SSL certificates. This is why data
analytics is important in the cybersecurity domain. An upgrade to data analytics and
analysis is data science, which utilizes machine learning algorithms and deep learning
to predict values for analysis to present predicted values to prospective clients so that
clients can invest in the product. Machine learning has extensive uses in predictive anal-
ysis. It can be used to predict continuous values, like sales or values that do not have a
0 or 1 output. For continuous outputs, linear and polynomial regression models are used
to predict the results. To predict categorical values of 0 or 1, classifier algorithms such
as logistic regression, the KNN algorithm, the Naïve Bayes algorithm, the decision tree
algorithm, and support vector machines are used. There are deep learning models on
Keras, TensorFlow, PyTorch, etc., which are mainly used for emulating and programming
neural networks to perform functions similar to a human brain. This would involve text
detection, image classifiers, etc. However, these are only a few examples and there is not
an exhaustive list.

In order to carry out the implementation of the cyber security system for protecting
data, the tools most extensively used are Python 3.12 and Microsoft Power BI-V.2.119. 323.0.
Visualizations and graphical representations of data are carried out by Microsoft Power BI,
whereas the machine learning part is developed on the Python platform. Microsoft Power
BI is a data visualization tool commonly used by analysts to make graphical depictions
of the data via reports and dashboards which can be used to convey any insights to
prospective clients. It has a free desktop version that allows users to make visualizations
offline with no attached cost whatsoever. It also has a pro and premium version, which
provides additional features like Azure Machine Learning, etc. Microsoft Power BI is the
preferred tool mainly due to its ease of use, serving as a starting point for the majority of
analysts. It also provides streamlined distribution and ease of working with real-time data.
For the work assigned, a data set of the various cybersecurity subdomains is provided
which contains all the cybersecurity characteristics of said subdomains. Power BI is used to
create a report that will depict all the parameters with ease, make visualizations of these
parameters, and come up with some basic conclusions and insights. Python is a dynamic
universal programming tool that has applications in almost every sector of computer
science and recently has become massively popular in the data science sector. It is an
open-source language; hence, it does not require any form of payment to use, and it can be
installed easily. In the data science domain, Python is mainly used for both data analysis
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and machine learning. From Python, some of the tasks can be identified as obtaining data
sets from data engineers or via web scraping; removing and cleaning redundant values
and modifying faulty values; conducting analysis; obtaining desired insights; and using
machine learning algorithms to calculate the most accurate algorithm for predicting the
likeliness of a cyber-attack.

Table 1 serves as a valuable resource for researchers and practitioners in the field of
intrusion detection, offering a quick reference for the key attributes and findings of these
influential studies. These studies collectively contribute to the ongoing effort to enhance
the security of computer systems and networks. Researchers have explored a range of
techniques, from traditional approaches like K-nearest neighbors (K-NN) and support
vector machines (SVM) to more modern methods like random forest (RF) and Genetic
Algorithms. The choice of method often reflects a trade-off between factors such as accuracy,
training time, and false alarm rates.

Table 1. Literature survey data analysis using machine learning for cybersecurity.

Literature Year Method Database Number of
Classes Remarks

Swathi et al. [4] 2017 K-NN NSL-KDD 3 Author not reported
Precision and Recall

Verma et al. [5] 2018 K-NN and
K-means CIDDS-001 2 Method has low

false alarm rate

Belouch et al. [6] 2018

SVM
RF
DT
NB

UNSW-NB15 2 More training
time required

Krichen et al. [7] 2017
Logistic

Regression with
Genetic Algorithm

UNSW-NB15 3 Less accuracy

Jabbar et al. [8] 2016 RF NSL-KDD 3 More time
for prediction

2. Background
2.1. Cybersecurity

Cybercrime is an offense that uses a computer or a device as a vector to attack another
system to either sabotage the device or gain unauthorized access to data. It can also involve
other activities, such as fraud, identity theft, and suspension of the system. Attackers then
extort the victim for monetary gain, which can result in severe losses for companies. It
is crucial to implement cybersecurity [9] strategies as most data are now cyber-oriented
and stored on the internet, making them the most vulnerable to cyber crimes. In the
context of the task assigned, it is crucial to analyze the trends in cybersecurity. Web servers
have proven to be a very susceptible platform to cyber-attackers. Attackers deploy their
hazardous code and techniques on affected servers and hence they must be diagnosed first.

Cloud computing [10] is becoming a growing norm for the majority of companies.
Via the cloud, companies can create and deploy apps, manage data, store terabytes of
data in their storage facilities, and perform artificial intelligence and machine learning
functions. However, despite the increase in the number of features offered by the cloud,
concerns are raised regarding the security features. Therefore, cloud providers must
think about developing a secure system to protect the data. Today, via mobile networks,
earlier issues of accessibility have been bridged. Data can be stored on compact cellular
devices, making them the most popular device amongst the masses recently. However,
due to this popularity, they become more susceptible to cyber-attacks. Therefore, various
strategies like firewalls and other protective practices must be implemented to prevent
any data breaches. In order to develop safe strategies for these devices, some cyber
security techniques are used by the cyber security team of a company. Malware detection
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programs [11] that scan the system files to detect any flaws and viruses are used by
cybersecurity engineers. Malware is a general term for a variety of attack types, some of
which are viruses, worms, ransomware, and trojans, but this is not an exhaustive list [12,13].
Firewalls can be considered as a screening mechanism that protects the system from any
form of hacking bugs or viruses. They screen all forms of content entering the system
from the internet and filter out all content messages and commands that cannot meet a
certain criterion. Furthermore, they can perform other functions, such as stateful inspection
and application-layer filtering. Antivirus systems are computer software programs for
diagnosing any form of malicious content. These scans can be updated and progressively
implemented to obtain an output that shows the loopholes present and also to discover
any new viruses which were introduced later so that is does not become redundant.

2.2. Big Data Analytics

Big data analytics is the terminology coined for the analysis of data that has a process-
ing power in a range that surpasses conventional databases and is restricted depending
on the application. In this case, the amount of data is too large and is produced at a very
high speed, making the data impossible to handle. Big data has the characteristics of the
four main Vs: volume, velocity, veracity, and value. In addition to these, variety, variability,
validity, visualization, and vulnerability are also used in big data analytics [14,15]. To be
able to store these data, different types of databases can be used. NoSQL is the abbreviated
form of ‘not only SQL’, and NoSQL databases differ from other database tables as they
do not store data in a tabular format as in relational databases. The major advantage
of these databases is their ability to store large quantities of data at high speed. More-
over, they can accommodate various data types, including unstructured, semi-structured,
and structured data. These data types are crucial for modern data management systems.
Unstructured data, such as text and multimedia content, lack a predetermined data model.
Semi-structured data, such as XML or JSON, have some organizational qualities but do not
adhere to a rigorous format. Structured data, on the other hand, adhere to a predefined
standard and can easily be grouped into rows and columns. By efficiently managing these
many data kinds, firms can extract important insights, improve decision-making processes,
and find hidden patterns or trends that might otherwise go unnoticed. Cloud storage
systems have been used in recent times to store a lot of data. One of the main benefits of
cloud storage is its increased scalability. In addition to this, it is very easy to retrieve data
at zero startup cost. Examples of cloud providers’ storage services [16] are Amazon, S3,
and Azure Data Lakes. Using these tools, volumes of client data are stored and utilized
by data analysts whenever necessary for analysis. After retrieving data from databases,
they are then imported into a visualization tool, like Power BI or Tableau, in JSON or CSV
format and then the data are analyzed further. In addition, it is noteworthy that other
formats, such as XML, are also commonly used or direct database connections are created
in data analysis and visualization. These data formats and communication mechanisms are
supported by a wide range of visualization tools.

2.3. Machine Learning in Cybersecurity

Big data implies the storage of large volumes of data at high speeds. This provides
a massive quantity of data that can be broken down into simpler insights with the help
of analytical tools. Further, the quality of these insights also depends on the quality of
the data and the analytical methods. Small sets of obtained data are taken for analysis
using machine learning algorithms. Various outputs can be obtained which can help
analysts detect potential issues. Through machine learning, a vivid look at the severity
and type of attack can be obtained and hence one is able to statistically decipher the
loopholes present and present the findings to prospective clients. Machine learning also
helps in developing predictive models that can be used to detect the entry point of the
cyber assault and then take the correct analytical approach depending on the scenario.
Furthermore, machine learning approaches in cybersecurity are becoming increasingly
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important for improving threat detection, improving incident responses, and protecting
digital systems from a variety of cyber-attacks. Incorporating big data analytics into the
cybersecurity domain is a step towards positive development as it provides an accurate
analysis of the predicament and also a calculated idea of various hypothetical scenarios.
It is hence essential for all companies and firms to employ machine learning models
in their cybersecurity strategies. Depending on the desired outcome, different kinds of
algorithms can be used. (a) Regression models [17–19] are mainly used for continuous
variables. To execute a regression model, existing data are taken and split into testing
and training data sets. The training data are then trained with a regression algorithm
and predictions are made. In the domain of cyber-security, regression algorithms are
used for detecting variables like the number of fraudulent transactions and the possible
location of a cyber–attack. Different types of regression models can be used depending
on the arrangement of data points, like linear, polynomial, ridge, and lasso regression.
(b) Classification algorithms are mainly used to determine a binary or a ‘0 or 1’ output. In the
cyber-security domain, these algorithms can be used to detect the status of the cyber health
of the URL. While executing an algorithm, they can expose the data to a variety of classifier
algorithms, calculate the accuracy score of these algorithms, and decide the best algorithm
which must be deployed. The algorithms used here are mainly logistic regression, decision
tree [20–22], the k-nearest neighbors algorithm [23], and support vector machine [24,25].
Classification is also used to segregate spam mail. For greater accuracy, increasingly larger
data sets are employed in deep learning [26–28]. They can be used for various functions
like text detection, image classification, or even for classification. For regression, artificial
and recurrent neural networks [29–31] are used. Thus, it is ideal to incorporate big data
analytics into the cybersecurity domain. With the increase in the number and sophistication
of cyber-attacks, it is essential to have a data-driven strategy to make calculated decisions.
Therefore, data analysis tools can be made with specific visualizations and presented to
prospective clients. Moreover, with cyber-attacks constantly developing, it is essential to
understand their nature and an ideal strategy must be formulated. Moreover, machine
learning predictive analysis can be used to determine the location and probability of a
cyber-attack. Finally, a comprehensive analysis will be carried out to provide a detailed
analysis and provide insights for the authorities.

3. Problem Statement

The main aim of the study is to analyze a stored URL, detect its validity, and enumer-
ate the security headers of the particular URL. This can be executed by using a Python
Script created using the correct codes and functions of Python. Then, a JSON data set of
cybersecurity data is used, which is imported into Microsoft Power BI for further analysis.
Before using Power BI, one needs to know why one wants to analyze the cyber security
data and then obtain the data to satisfy the need for analysis. Then it can begin to process
and prepare the data. This would involve segregating the data, replacing erroneous values
with correct values, dropping duplicates if required, dropping null rows or filling them
with a particular value, etc. Then, there is the requirement of cleaning the data and making
them incomprehensible for visualization. With this, various figures and facts of the data
are presented to the authorities and prospective clients. In order to predict the result of the
URL data supplied, machine learning algorithms are used to identify the type or category
of a URL, such as whether it is related to e-commerce, news, entertainment, education,
etc, and determine whether a URL is potentially harmful or malicious, such as phishing
websites, malware-hosting sites, or fraudulent pages.

4. Proposed Methodology

For implementation of the cyber security system, one needs to understand the various
cyber-attacks. Structured Query Language (SQL) is mainly used as a database for storing
data in large volumes. SQL is a database management tool into which corporations can
enter data in a structured tabular form. Using SQL queries, they can add, create, and modify
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values in the database. SQL is a very useful tool for analysts as they can easily work with
huge data sets with simple queries. It is very important to understand the importance of
keeping databases protected so that the sensitive data stored in them do not get leaked and
extorted by cyber criminals. SQL injection is a type of cyber-attack where a cyber-attacker
injects a malicious code that alters the sequence of the SQL queries. This can in turn affect
the output of the SQL command and have fatal consequences like unauthorized access to
the data. For example, an attacker can use a malicious SQL code to gain access to financial
and banking details of the corporation, gain unauthorized access to the corporation’s funds,
and then extort the funds of the organization. Figure 1 shows the unauthorized access
during an SQL injection. Unauthorized access during SQL injection attacks is a critical
concern in the realm of cybersecurity. SQL injection is a well-known and widely exploited
vulnerability that occurs when malicious actors inject malicious SQL code into input fields
or web application parameters. The consequences of a successful SQL injection attack can
be dire, as it allows unauthorized access to a database, application, or system. This section
delves into the intricacies of unauthorized access during SQL injection, discussing its
implications, methods of exploitation, and the measures to prevent such security breaches.
To avoid such mishaps and offenses from occurring, it is important to keep the database’s
password encrypted and regularly analyze the SQL activity.

Figure 1. Steps occurring during a SQL injection.

Malware is the collective term used for harmful software that is deployed into com-
puter systems to harm and damage the infrastructure of the system and in turn extort and
unlawfully acquire data. Adware [32] is a type of malware that forces the user to divert
to internet ads which is a platform for more forms of malware. This malware is generally
found in enticing advertisements on websites or in games. Spyware [33] is used as tracking
software, where malicious software is introduced into the system and secretly tracks the
activities conducted by the system, secretly collecting data. An example of spyware would
be stealing passwords of company accounts. Viruses contain software or code that manipu-
lates the system to perform a malicious action before spreading to other parts of the system.
Worms involve harmful software which when introduced into the system reproduces and
replicates to amplify the malicious effect. Trojan is software that does not replicate itself but
compels the system into unintentionally activating an action that can cause severe damage
to the system, like deleting, modifying, and copying data or just disrupting the company’s
system operations. This software is hazardous to the system so remedial measures must
be taken.

Cross-site scripting [2] is another type of injection cyber-attack, where a code is injected
into the website’s HTML fundamental structure to unlawfully export data from the website.
As depicted, the perpetrator keeps note of the user’s web activity by tracking the cookies
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of the visit. After discovering and locating a loophole, they develop a code to inject into the
system. By injecting the code into the HTML code of the site, the attacker gains control of
the visitor’s session cookies which can be used to track the user’s activity and extort data
from the visitor. This injection affects subsequent visitor searches by tracking their activity.

These are the cyber-attacks that have significantly affected the operations of many
companies and need to be attended to to prevent any further losses and cessation of
operations. Therefore, it is important to have a data-driven strategy to obtain insights into
the attack and predict the outcome of a cyber-attack to prepare a strategy to combat the
attack before it even occurs. To do this, a Python code was executed using machine learning
algorithms. Python contains predefined libraries which can be imported to satisfy certain
actions. The most popular libraries are NumPy, which is mainly involved in mathematical
operations and for creating multidimensional arrays to input data into; Pandas, for data
manipulation and for data structures like dictionaries to create data frames and series; and
Matplotlib, for visualizing data. There is another library called Seaborn which is built on
Matplotlib for more unique visualizations like box plots, regression plots, scatter plots,
etc. Machine learning mainly uses different libraries, which can be used for all regression
and classification models. The cybersecurity system can be built in the same platform to
analyze the security system in a corporate environment.

4.1. Detecting the Validity of URLs and Displaying Security Headers

The script depicts the Python code which creates a dictionary with all security headers
for a particular URL in order to determine the validity of the URL by importing the Python
library validators. Validators verify the syntax of the input string variable and if it satisfies
the syntax of an internet URL, a ‘True’ value is returned. After determining the validity of
the URL, in same way, one proceeds to the next step to create the dictionary. Adding more
information about the request or response, HTTP headers are a crucial component of the
HTTP protocol. For clients and servers to communicate securely and effectively, they are
essential. X-Frame Options, X-Content Options, and Server are a few crucial HTTP headers
for increased security. Finally, the function is used to detect the values from the dictionary
keys ‘Server’, ‘X-Frame Options’, and ‘X-Content Options’, as these headers are essential
for enhanced security. Algorithm 1 shows the creation of a security header and the display
of the URL.

Algorithm 1: Function created for the security header and displaying the URL

Def check key (dicts, key): initialization;
if key in dicts. keys (): then

print (“The following key is present:”, key);
value = dicts.get(key);
z = print (key,”:”, value);
return z

end

4.2. Analysis of URL Data via Power BI

Power BI is an interactive tool used for the visualization of data. The collected and
filtered data are visualized to obtain the display insights that are sought. In order to conduct
the visualization, the following steps of the data analysis cycle need to be undertaken.
Initially, the need for data analysis needs to be understood and data should be collected
from different sources. Then, filtration of data and modification of null and redundant data
are carried out. Further, the data are analyzed and visualized in different graphical formats.
In the end, the data are presented to the prospective clients and the result is decided.

The importance of the data is related to knowing how effectively the data were
created and analyzed. This involves having a discussion with the client to understand
their requirements and needs before one may proceed. The collection of data takes time.
Knowing where the data needs to be collected from and how much time is required is
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essential for the processing of all data. This can be determined via web scraping or by
obtaining the data from data engineers. Data are generally obtained in CSV or JSON formats.
The collected data contain various information about subdomains of major corporate URLs.
Once the data are procured, filtering with the Power Query Editor to remove redundant
and null data is required. Furthermore, the type of filtration can be set. In the columns and
rows of the editor are text filters, number filters, date filters, and more. With the Power
Query Editor, data can be filtered and modified with the help of dropdowns as well as by
adding new columns and rows. Then, the data are more comprehensible and available for
analysis. The analysis can be performed by creating a visualization to obtain visual insights
into the data.

(a)

(b)

Figure 2. Examples of (a) a page of a dashboard displaying data and (b) graphical visualizations
made via Power BI.

Visualizations of the data may be performed for any subdomain level by simply
changing values in the dashboard. This may predict information like score grade, the IP
address, etc., as shown in Figure 2. Furthermore, they can be used for comparative analysis
of different subdomains and to construct a graphical representation. Power BI dashboard
pages are a central element in the world of data analytics and business intelligence. They
provide a visually engaging and interactive platform for users to explore, analyze, and gain
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insights from data. The combination of data tables and graphical visualizations, along with
various interactive features, makes Power BI a valuable tool for organizations aiming to
harness the power of their data for better decision-making. Whether they are monitoring
key performance indicators, tracking sales trends, or assessing operational efficiency, Power
BI dashboard pages play a crucial role in transforming data into actionable intelligence.

A graphical plot of the scores of all the subdomains can keep count of the other
subdomain grades via graphical visualizations (Figure 2b). This eases the process of
analysis tenfold and hence is a popular tool amongst data analysts. One of the most
important aspects of cybersecurity is predicting online attacks. Algorithms for machine
learning can be used to identify and stop different kinds of assaults and other harmful
behaviors directed at web services. Logistic regression, KNN, decision tree, support vector
machine, XGboost, SK-learn neural network, Naïve Bayes, and random forest are machine
learning techniques used for this purpose. Normal and assault examples are included in
the labeled data sets used to train these machine-learning methods. The cybersecurity
data for machine learning models were compiled using relevant cybersecurity data from
a variety of sources, such as network logs, security devices, intrusion detection systems,
and so on. Inconsistent or useless data were deleted from the data sets. Then, the relevant
properties that are required for the analysis were determined. Important characteristics
were extracted from raw data and new features that can improve the model’s prediction
were produced. Categorical data were converted to numerical representations using label
encoding techniques. Numerical data were normalized or scaled so that all features were on
the same scale. Finally, the data set was divided into training, validation, and testing sets to
appropriately evaluate the machine learning model’s performance. A variety of variables,
such as request patterns, IP addresses, user-agent data, request frequencies, and other
pertinent contextual information, were retrieved from web traffic to create the training
data. During the training phase, these features help the algorithms learn to differentiate
between legitimate and malicious online traffic. Potential website assaults can be identified
and stopped by using trained models to forecast and categorize incoming online requests
in real-time.

4.3. Machine Learning with Python

The implementation of a security system for malware was carried out using machine
learning algorithms on the Python platform. Here, two variables, X and Y, are used,
where X is the independent variable and comprises all numerical values leaving the type
of column, and Y is the dependent variable or the variable to be predicted. These data
types are split into X and Y as training and test data sets, respectively. The Scikit-learn
library was used for initializing the value, and then random forest, support vector machine,
logistic regression, and gradient boosting machine were used for implementing the machine
learning algorithms. Classifier algorithms were used to determine the classes of threat.
The main steps for formulating a machine learning algorithm involve fitting the training
data values and then predicting the X-test values. To improve the accuracy of ML models,
exploratory data analysis was conducted, like outlier treatment, box plots, scatter plot
correlation matrices, etc., to obtain more general data insights and to fine-tune the machine
learning model. After using all the classification models, the final accuracy was calculated
using a confusion matrix. Then, the results were analyzed and an appropriate conclusion
was formed.

5. Results and Discussion

The machine learning approach helps detect threats to corporations and provides a
security system for them. Different approaches have been developed to predict the severity
of the cyber-attack based on the score created in the data for the sake of analysis. The
analytical model uses a neural network platform to form a regression and classification
model. Then, the data were analyzed based on an accuracy score and confusion matrix.
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The task was carried out by importing different libraries like NumPy, pandas, sci-
kit learn, and Keras 2.10.0 to visualize the data. Seaborn and Matplotlib were used to
generalize the data set information. Figure 3 shows a total of 14 numerical data types and
7 object data types. It is evident that the variable ‘CONTENT_LENGTH’ has several null
variables that need to be eliminated for analysis. It was also determined that there are no
duplicate rows for the data. This data pre-processing leads to a statistical characterization
of the data at hand, which is depicted in Table 2.

Table 2. Summary of statistics of the given data set.

Count Mean Std Min 25% 50% 75% Max

URL_LENGTH 967.0 55.5604 25.5724 16.0 39.0 49.0 66.5 249.0

NUMBER_SPECIAL_CHARACTERS 967.0 10.8086 4.1243 6.0 8.0 10.0 12.0 43.0

CONTENT_LENGTH 967.0 11,733.6970 36,429.1315 0.0 324.0 1853.0 11,324.5 649,263.0

TCP_CONVERSATION_EXCHANGE 967.0 16.9648 45.1398 0.0 0.0 8.0 22.0 1194.0

DIST_REMOTE_TCP_PORT 967.0 3.4694 6.8890 0.0 0.0 0.0 4.0 58.0

REMOTE_IPS 967.0 3.1882 3.3698 0.0 0.0 2.0 5.0 17.0

APP_BYTES 967.0 1720.4095 3925.8009 0.0 0.0 762.0 2332.5 99,843.0

SOURCE_APP_PACKETS 967.0 19.3526 46.0724 0.0 0.0 10.0 26.0 1198.0

REMOTE_APP_PACKETS 967.0 19.3826 50.0361 0.0 0.0 10.0 25.0 1284.0

SOURCE_APP_BYTES 967.0 17,021.9462 79,423.8336 0.0 0.0 822.0 9382.0 2,060,012.0

REMOTE_APP_BYTES 967.0 1904.9679 4017.9624 0.0 0.0 880.0 2765.5 100,151.0

APP_PACKETS 967.0 19.3526 46.0724 0.0 0.0 10.0 26.0 1198.0

DNS_QUERY_TIMES 967.0 2.3805 2.8218 0.0 0.0 0.0 4.0 20.0

TYPE 967.0 0.109617 0.3125 0.0 0.0 0.0 0.0 1.0

Figure 3. The pre-processing data of the security system.

Outlier treatment is another important task to filter data to obtain optimum parameters.
Outliers are values that are way above or beyond the permissible range of values for the
data. They can be problematic because they may affect the efficacy of the model. Hence, to
avoid handling inefficiencies, outliers need to be treated before proceeding with machine
learning model creation. A box plot showing outliers of columns in the data is shown in
Figure 4. Box plots are a valuable tool for summarizing and visualizing the distribution
of numerical data. They provide a clear and concise representation of the data set’s
central tendency, variability, and potential outliers. Box plots are particularly useful when
comparing multiple data sets or when identifying the overall distribution characteristics of
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a single data set. It is evident that CONTENT_LENGTH and SOURCE_APP_BYTES have
large numbers of outliers, which require treatment. To initiate treatment, the upper quartile,
lower quartile, and interquartile ranges were calculated. Obtaining the upper and lower
threshold values may give an insight into the outlier ranges. Outliers are data points that
exhibit values that are notably different from the central tendency of the data. They can be
caused by various factors, including measurement errors, natural variability, or genuine
extreme observations. Identifying and managing outliers in data variables are fundamental
steps in data analysis and statistical modeling. Outliers can significantly affect the results
and interpretation of analyses, and, therefore, it is crucial to employ appropriate methods
for their detection and handling. Understanding the nature and impact of outliers allows
researchers and analysts to make more accurate and reliable inferences from their data,
ultimately improving the quality of decision-making and research outcomes.
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Figure 4. Outliers of the different data variables.

Once the outliers were treated, we could proceed to the univariate and bivariate
analyses of the data. Here, the variant information was visualized using a histogram
of all the data values. This information provides the frequency of all the values shown
in Figure 5. Histograms are valuable graphical representations for understanding the
distribution of data sets. They provide a visual summary of the frequency or count of data
points falling within specific intervals or bins. Histograms provide a visual and intuitive
way to understand the frequency distribution of data sets. By constructing and interpreting
histograms for different data sets, researchers and analysts can make informed decisions,
identify patterns, and gain valuable insights into the nature of their data. The ability to
visualize data in this manner is a crucial skill in data analysis, statistics, and decision-
making processes. A correlation matrix shows the correlation coefficients between several
variables. Furthermore, it measures the strength and direction of the linear relationship
between two variables. Here, the range varies from −1 to 1, where −1 means a perfect
negative correlation, 0 means no correlation, and 1 means a perfect positive correlation.
The correlation data of the security model are shown in Figure 6. A correlation matrix is a
valuable tool for exploring and quantifying the relationships between multiple variables
within a data set. It aids in identifying dependencies and associations that can be useful for
data-driven decision making, model building, and understanding the underlying patterns
in data. A well-constructed correlation matrix is essential in the process of data analysis
and statistical exploration. Based on the data set, the security system needs to be analyzed
using the URL content. Here, different sets of URLs were run in the system, such as
Google, Facebook, Amazon, etc. The security headers task showed that Google has an
X-Frame header as well as a server header in their code, depicting that the website is well
protected from a variety of cyber-attacks and has good cyber health. It was also evident
that bigger companies’ URLs had a larger number of security headers in comparison to
smaller competitors.
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Figure 5. Histogram depicting the frequency of different data sets.

From the task involving data analysis with Power BI, there was a diverse distribution
of scores amongst different subdomains as well as grades. There were not many variations
in the other parameters of the dashboard. The fundamental structure for most of the
companies involved in the analysis is machine learning. Thus, the following pre-processing
tasks were examined before analysis. The analysis was conducted for 14 numeric columns
and 7 object columns. Duplicate rows in any of the columns were avoided. Then, there
were 812 null values in the content length column, which were filtered out. The outliers
were treated via the quartile method. The correlations between variables were extracted
via a correlation matrix. Finally, using SKlearn on the pre-processed data set, the optimum
model for classification was determined.
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Figure 6. Correlation matrix between data.

Security data were collected from different domains and then used in different algo-
rithms. The prediction model with the highest accuracy and the most realistically feasible
model (keeping overfitting and underfitting in mind) were used for the analysis. The
accuracy of the different machine learning algorithms is reported in Table 3. A compre-
hensive evaluation of various machine learning algorithms for cybersecurity is provided,
highlighting their accuracy as a key performance metric. The results are indicative of
the efficacy of these algorithms in addressing cybersecurity challenges. Among the algo-
rithms examined, XGBoost and random forest stand out, with impressive accuracy rates of
95.87% and 95.53%, respectively. These algorithms have shown a high level of accuracy
in identifying and mitigating cybersecurity threats, making them strong candidates for
real-world applications. The decision tree also exhibited a competitive accuracy of 92.78%,
underscoring its potential in cybersecurity tasks. On the other hand, the support vector
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machine and K-nearest neighbor (KNN) achieved accuracy rates of 88.31% and 89.34%,
respectively, indicating their capability but with slight room for improvement. Logistic
regression, Naive Bayes, and Scikit-learn neural networks achieved accuracy rates in the
range of 83.84% to 91.40%, showing that they too have potential but might require further
optimization to reach the levels of XGBoost and random forest. This comprehensive analy-
sis provides valuable insights for selecting an appropriate machine-learning approach to
enhance cybersecurity measures. In order to determine the prediction performance of the
model, a confusion matrix was drawn, which is shown in Figure 7. The 249 predictions
were predicted correctly as safe. Then, 18 malignant URLs were predicted as safe, and
8 safe URLs were predicted as malignant. Finally, 16 predictions were malignant. Therefore,
the total accuracy (ratio of correct predictions to the total samples) reported by our final
algorithm is 91.06%. These results underscore the significance of employing advanced
machine-learning techniques in cybersecurity applications. XGBoost and random forest,
with accuracy rates exceeding 95%, demonstrate robustness in identifying and countering
cyber threats. The high accuracy of decision tree at 92.78% also positions it as a strong
contender for cybersecurity tasks, while support vector machine and K-nearest neighbor
show respectable accuracy rates of 88.31% and 89.34%; they could benefit from fine-tuning
to further enhance their performance. Logistic regression, Naive Bayes, and Scikit-learn
neural networks, with accuracy rates ranging from 83.84% to 91.40%, have demonstrated
potential but may require parameter optimization and data preprocessing to fully har-
ness their capabilities in the cybersecurity domain. These findings not only contribute
to a deeper understanding of the strengths and limitations of various machine learning
algorithms in cybersecurity but also provide practical insights for cybersecurity practitioners
and researchers seeking to enhance their data analysis approaches. In conclusion, this research
suggests that XGBoost, random forest, and decision tree are promising choices for cybersecurity
tasks, given their high accuracy rates, but during the selection of the most suitable algorithm,
one should consider the specific context and requirements of the cybersecurity application.

Table 3. Performance comparison of various machine learning algorithms in terms of accuracy.

Algorithm Accuracy (%)

Logistic Regression 91.40

KNN 89.34

Decision Tree 92.78

Support Vector Machine 88.31

XGBoost 95.87

Sklearn Neural Network 83.84

Naive Bayes 84.53

Random Forest 95.53
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Figure 7. Confusion matrix of the proposed security system model.
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6. Conclusions

Securing important data from an attacker is crucial nowadays. Major attacks can occur
from clicking messages and URLs. This may lead to a big loss for corporations. To protect
them from these attacks, there needs to be some precautions adopted. Initially, the validity
of various URLs needs to be proven and security headers need to be found. The URL
validity was assessed using Power BI to acquire insights into the data. The algorithms
were run in a machine learning platform to predict the safeness of the URLs. In order to
achieve the prediction of safe zones, a sequential process was carried out to analyze data.
The collected data from various sources were cleaned and filtered using Microsoft Power
BI. Machine learning algorithms were used to predict the accuracy safe zone. In the present
study, different URL-based data sets were used to predict the best security system and
analyze its performance. The logistic regression model was chosen for the analysis, with an
accuracy of 91.40%, which demonstrates that it is a better prediction model for identifying
security systems.
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