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Abstract: This paper introduces a groundbreaking approach to enriching the museum experience
using ChatGPT4, a state-of-the-art language model by OpenAI. By developing a museum guide pow-
ered by ChatGPT4, we aimed to address the challenges visitors face in navigating vast collections of
artifacts and interpreting their significance. Leveraging the model’s natural-language-understanding
and -generation capabilities, our guide offers personalized, informative, and engaging experiences.
However, caution must be exercised as the generated information may lack scientific integrity and ac-
curacy. To mitigate this, we propose incorporating human oversight and validation mechanisms. The
subsequent sections present our own case study, detailing the design, architecture, and experimental
evaluation of the museum guide system, highlighting its practical implementation and insights into
the benefits and limitations of employing ChatGPT4 in the cultural heritage context.
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1. Introduction

The rapid advancements in artificial intelligence (AI) have opened exciting possibilities
across various domains, and the field of cultural heritage is no exception. Computational
methods are used in digital storytelling, which is seamed to any kind of museum visit [1].
Museums are developing chatbots to assist their visitors and to provide an enhanced visit-
ing experience [2]. In this paper, we present a groundbreaking approach to enhancing the
museum experience using ChatGPT4, a state-of-the-art language model. Museums have
long served as repositories of human knowledge and cultural heritage, providing visitors
with a unique opportunity to explore history, art, and science [3,4]. However, navigating
through vast collections of artifacts and interpreting their significance can be a challenging
task, especially for visitors with limited background knowledge [5,6]. Our research aims to
bridge this gap by developing a museum guide powered by ChatGPT4, which leverages the
model’s natural-language-understanding and -generation capabilities to offer personalized,
informative, and engaging experiences for museum visitors. ChatGPT4, the latest iteration
of OpenAI’s renowned language model, represents a significant leap forward in AI-driven
natural language processing. Building upon the successes of its predecessors, ChatGPT4
boasts enhanced contextual understanding, improved coherence, and a broader knowledge
base [7,8]. Leveraging these advancements, our proposed museum guide seeks to revolu-
tionize the way visitors interact with museum exhibits, providing them with a dynamic and
immersive journey through history and culture. By tapping into ChatGPT4’s vast corpus
of information and its ability to generate human-like responses, our guide aims to offer
tailored recommendations, detailed explanations, and captivating narratives, ultimately
enriching the visitor’s understanding and appreciation of the displayed artifacts. Through
this novel integration of AI technology, we envision a future where museum visits become
more accessible, engaging, and intellectually rewarding for visitors of all backgrounds and
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interests. One of the remarkable qualities of ChatGPT4, the language model at the heart of
our museum guide project, is its remarkable adaptability and versatility. Despite its vast
knowledge base and the immense amount of information it has absorbed, ChatGPT4 can
be tailored to serve specific purposes, such as acting as a personalized museum guide. This
ability stems from the model’s sophisticated architecture and its capacity for fine-tuning.
By training ChatGPT4 on a curated dataset of museum-related content, we can effectively
shape its responses and guide its behavior to align with the specific requirements of a
museum guide application. This tailoring process ensures that the language model not
only possesses a deep understanding of general cultural knowledge, but also acquires a
contextual understanding of the specific museum exhibits, allowing it to provide accurate
and relevant information to visitors. This adaptability empowers ChatGPT4 to seamlessly
integrate into the museum environment, making it a versatile and invaluable tool for
enhancing the visitor experience and promoting a deeper appreciation of our shared her-
itage. While the use of ChatGPT4 as a museum guide holds great promise, it is crucial
to approach the information generated by the language model with a certain degree of
caution. As impressive as its capabilities may be, ChatGPT4 is still a machine learning
model trained on vast amounts of data, including text from the Internet. This reliance
on pre-existing data introduces potential challenges related to the accuracy and scientific
integrity of the information provided [9,10]. Firstly, ChatGPT4’s responses are generated
based on patterns and associations observed in its training data, rather than on true under-
standing or critical evaluation [11,12]. While efforts are made to curate the dataset used for
fine-tuning the model, it is impossible to guarantee that all the information it absorbs is
entirely accurate or up-to-date. Consequently, there is a risk that the language model might
inadvertently propagate misconceptions, inaccuracies, or outdated knowledge to museum
visitors. Secondly, ChatGPT4 lacks the ability to verify the authenticity or reliability of
the information it generates [13]. Unlike human experts, who can critically analyze and
cross-reference multiple sources, the language model does not possess the capacity for
independent fact-checking. Therefore, there is a need for human oversight to ensure the
veracity of the information provided by the museum guide. To address these concerns, it is
essential to incorporate robust validation mechanisms and maybe human supervision in
the deployment of the museum guide. Expert curators and domain specialists should work
in collaboration with ChatGPT4, reviewing and verifying the information generated by
the model to ensure its accuracy and scientific integrity. By combining the strengths of AI
technology with human expertise, we can strive to deliver a museum guide that provides
reliable and trustworthy information while acknowledging the inherent limitations of
machine-generated knowledge. In the subsequent sections of this paper, we delve into
the development and evaluation of our own museum guide system, built upon the foun-
dation of ChatGPT4. Through a case study and experimentation, we aimed to showcase
the practical implementation of our proposed approach, highlighting its strengths and
identifying potential challenges. We present the design and architecture of the museum
guide, detailing the methodologies employed to fine-tune ChatGPT4 for the specific con-
text of cultural heritage. Moreover, we provide insights into the data-collection process,
curation techniques, and the integration of human expertise to ensure the reliability and
accuracy of the information presented to museum visitors. By sharing our experiences and
findings, we contribute to the ongoing discourse on the use of AI technology in the cultural
sector and offer valuable insights into the potential benefits and limitations of employing
ChatGPT4 as a museum guide. The following text goes as follows: Section 2 describes the
state-of-the-art works in the field. In Section 3, we describe the architecture of our own
system called MAGICAL. In Section 4, we test the system at a case study. In Section 5 we
provide more information about two modules of the designed system. In Section 6, we
express our conclusions and refer to our next steps. The final section is the References.
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2. Related Work

Over the past two years, the rapid evolution of Generative Pre-trained Transformers
(GPTs) has had a profound impact across various sectors, revolutionizing the way we
interact with technology. One area that has been significantly influenced by GPTs’ ad-
vancements is the field of cultural heritage research. With its ability to understand and
generate human-like text, GPTs have opened new avenues for exploring and preserving
our rich cultural past. By analyzing vast amounts of historical data, manuscripts, artworks,
and artifacts, GPTs will become an invaluable tool for researchers, enabling them to gain
deeper insights into different aspects of cultural heritage. This technology has not only
accelerated the process of digitizing and cataloging artifacts, but has also enhanced our
understanding of ancient civilizations, languages, and traditions. By bridging the gap
between artificial intelligence and cultural heritage, GPTs have become an indispensable
asset in unlocking the secrets of our collective history. The main difference of GPTs com-
pared to other existing chatbot-system-generation technologies is that the text generation
emerges from the given data. There is nothing pre-planned about the system’s responses.
There is certainly guidance on the style of the answers, but not on the content. Thus, each
response given by the system is unique each time. At the time of writing, the latest version
of ChatGPT is 4 and looks clearly improved during the tests compared to previous versions.
It produces complete texts, without semantic and syntactical errors, without repetitions
and ambiguities. It is a new technology, and it will take some time for researchers of all
fields to discover the full range of possibilities that this tool has given. Bubeck et al. [14]
tried to discover this new potential, while Chang et al. [15] investigated which books are
already known by ChatGPT4. Siu at al. [16] explored the capabilities given to professional
language translators, and Chen et al. [17] also researched the language-handling abilities
and speech recognition of ChatGPT4. In every culture, there are stereotypes about genders,
races, groups of people, etc., and Cheng et al. [18] tried to measure these stereotypes inside
Large Language Models (LLMs), like ChatGPT4. On the same path, Jiang et al [19] investi-
gated the ability of GPTs to express personality traits and gender differences. Additionally,
there are studies that discuss the potential implications of GPTs in intellectual property
and plagiarism [20], as well as the limitations and challenges of GPT models and their
learning mechanisms [21]. Other studies focused on the use of advanced techniques in art
conservation [22], on-site interpretation and presentation planning for cultural heritage
sites [23], and the development of a thesaurus in an educational web platform on optical
and laser-based investigation methods for cultural heritage analysis and diagnosis [24].
The use of AR smart glasses has already been leveraged in projects of cultural signifi-
cance [25,26], to engage the user and provide augmented content. Therefore, while there
is limited research on the use of GPT in cultural heritage applications, there are related
studies that may provide insights into the potential applications and challenges of GPT in
this field.

3. MAGICAL: Museum AI Guide for Augmenting Cultural Heritage with Intelligent
Language Model

MAGICAL’s goal is to create a digital tour guide for any museum or cultural space that
will be able to dialogue with the visitor, be able to suggest routes based on user response,
and be able to create digital narratives, with real or fictional characters, with the aim of
greater engagement and emotional involvement of the visitor. The digital tour guide can
change the spoken language at any time: it always answers in the language asked, or
alternatively, we can ask it to answer in the language we want. Communication with
MAGICAL is performed by natural speech. There is no need for the visitor to type text
or read a screen. In this way, we avoid the phenomenon of smartphone zombies [27–30],
where site visitors end up glued to their mobile screen, losing contact with the real space.
For this communication to be technically possible, we need some wearable smart IoT
device, and the closest existing technology is smart glasses. The glasses have an earpiece
and a microphone; they allow the visitors to have their hands free and move without



Big Data Cogn. Comput. 2023, 7, 148 4 of 15

distracting the visual attention from the exhibits and the space around. In addition, they
will allow some augmented content to be displayed if this is required later, in a future
implementation. The digital tour guide can be adapted to any museum in a very easy way.
It can change its speech style depending on the user’s age and can be trained using real
cultural data extracted from previous research projects or collected by museum curators.
This makes it obvious that the tour guide could work very easily in any other cultural
or non-cultural space. It is a system adaptable to any condition, and this is a very great
strength of ChatGPT4.

MAGICAL System Architecture

The architecture of the system is simple and is illustrated in Figure 1. Conceptually,
it can be divided into four modules. In the first module is the user, the user’s interface
with the system through the smart glasses, and the user experience resulting from this
communication. Communication with the tour guide starts from the user, who will speak
and possibly greet the guide or introduce himself/herself. The speech is converted to text
in the second module, which is referred to in the diagram as the input module.

Figure 1. The MAGICAL system architecture.

Speech-to-text conversion, referred to by the initials Automatic Speech Recognition
(ASR) or Speech-To-Text (STT), and the reverse process, called Text-To-Speech (TTS), are
already an advanced research area [31–38], and there are many functional, valuable tools
available. OpenAI’s Whisper [39] is an STT tool that works perfectly with ChatGPT4 and
can understand speech exceptionally, at any speed, as long as it is in English. Google has
been providing its text-to-speech and speech-to-text API to developers through the Google
Cloud Platform for several years. These services are provided free of charge for small-scale
use or come with a fee depending on the volume of data traffic. It is possible to configure
the voices that are heard, for example the tone (male or female voice), the playback speed,
and the punctuation. The Google application works with almost all known languages and
has evolved over the years into a reliable and functional tool. If a developer wants to create
an STT service on its own, without having to pay a provider, there are Python libraries
that work quite well. One of them is Coqui STT (https://stt.readthedocs.io/en/latest/#,
accessed on 7 July 2023), “an open-source deep-learning toolkit for training and deploying
speech-to-text models”, as described on the website. Whisper by OpenAI works flawlessly
when English is used, at any speaking speed or in any accent. The reason is that it has been
trained on very large datasets, from different conditions and cases [39]. The same secret lies
behind the use of Google’s STT. Google has just announced their Accuracy Evaluation tool
for their STT method (https://cloud.google.com/blog/products/ai-machine-learning/
announcing-accuracy-evaluation-for-cloud-speech-to-text, accessed on 7 July 2023). We
want MAGICAL to work for languages other than English as well, so our testing will start

https://stt.readthedocs.io/en/latest/##
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using the Coqui STT Python library, as it is open-source and free, and in case there are
glitches, we will test the Google API.

Once the speaker’s voice is converted to text, it is sent to the ChatGPT4 engine, which
responds and returns its response back in text form. ChatGPT4 is a stateful engine, meaning
it records the entire history of a conversation and reprocesses it before responding. Thus, it
appears to have memory and be able to process and respond based on previous dialogue
sentences. When these lines were written, the engine had not been given by OpenAI
publicly, but only to developers, in some order of priority. The reason is the excessively
increased demand for the system, which made the response from the servers very slow.
The GPT runs on a distributed system whose capabilities have often been overwhelmed by
the enormous number of queries it receives at any time from users worldwide. Depending
on the workload of the system, usually the response from ChatGPT4 has a small delay.

After obtaining the text from the language model, we are interested in converting it
back to audio. The responses from the model come in JSON text format and should feed
the third module in the series, the one in Figure 1 called the output module. A text-to-
speech engine should take care of converting text, in any language, to audio. English is the
language that has been studied more than any other, but the real challenge is converting
text from other, less-used languages to sound as close as possible to natural language.
A voice that sounds like a robot, without a particular timbre and without expressiveness,
is a very common phenomenon. Google Cloud services work quite well for most of the
spoken languages, and they are free for small-scale use. Another option that is completely
free for developers is a Python library, which works quite well. It is called pyttsx (https:
//pypi.org/project/pyttsx4/, accessed on 7 July 2023). The original version works up to
Python 2; Version 3 works up to Python Version 3; now, there is also the latest version
of the library, pyttsx4. It works without an Internet connection and delays and supports
multiple TTS engines such as espeak and Sapi5. Another service that works well for over
80 languages is SpeechGen.io (https://speechgen.io/, accessed on 7 July 2023), which
provides its own API for developers. In the case study below, the pyttsx library was chosen
for converting text to audio, as it shows the ability to handle languages other than English
and is open-source. Of course, there are more STT and TTS tools available to developers.
The sound of the answer should reach the user’s smart glasses, and a new cycle will start
when the user starts to speak again.

In the entire architectural structure, we can distinguish, even before its final imple-
mentation and operation, two major challenges. One challenge concerns the response times
of the application being developed. If we look at the whole process again with an emphasis
on time, the user’s speech sent to the smart glasses and converted into text, sending the
text to the network to the OpenAI servers, waiting for a response, receiving the text from
the servers, converting the text back to sound, and finally, sending the sound back to the
smart glasses’ earpiece is a workflow that can prove particularly time-consuming. It is also
a process that depends on many intermediate factors such as the speed of the network,
the availability of the servers, the speed of the smart glasses, and the efficient operation of
the software. It is obvious that latency times are inversely proportional to the quality of
user experience, and indeed, if these times exceed some tolerance limit, the system will be
unusable. The second challenge is related to the evolution of the hardware in smart glasses.
It is a technology that has been around for many years, but which is still in its infancy as
it has probably not found the purchasing demand that the manufacturers had estimated.
There is little availability of glasses and few choices on the market, and compared to mobile
phones, which have seen huge appeal and development, the technology is almost stagnant.
Thus, software should be built that can run on a relatively weak processor, using little
memory and consuming as little energy and system resources as possible. As a testing
platform, we used the Vuzix Blade smart glasses, which can stay in continuous operation
for only 20 min, and during this time, they tend to overheat.

https://pypi.org/project/pyttsx4/
https://pypi.org/project/pyttsx4/
https://speechgen.io/
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4. Case Study—Chat with Ebutius and Calle

To test the operation of MAGICAL, we turned to the researchers of the Narralive
research team, who created the Narralive Storyboard Editor (NSE) and the Narralive
Mobile Player (NMP) applications [40]. The NSE is a software tool to create narratives
for cultural heritage, while the NMP is a mobile app for the end-users, in which they can
experience these narratives. The Narralive team has tested these tools in the Hunterian
Museum in Glasgow, in a permanent exhibition about the Antonine Wall. The Antonine
Wall was the northernmost frontier of the Roman Empire, and it was abandoned from the
late AD 150s, when the Romans retreated further south. In the exhibition, visitors can find
many artifacts discovered along the Wall. The Narralive team created digital narratives in
the form of audio, for the visitors of the exhibition. The purpose of the narratives was “to
increase visitors’ engagement and connection with the objects on display, and more broadly
with related themes, historic periods, heritage, museums and the past”. These narratives
were created as part of the project called Emotive [41], and the exhibition was called
“Ebutius’ dilemma” [42]. For the needs of the narratives, two fictional characters were
used: Ebutius and Calle. Ebutius is a Roman army officer, a centurion, sent to serve at the
frontier. Calle is the woman that Ebutius loved. She belongs to the tribe of the Caledonians.
The Caledonians were the natives of Scotland before the arrival of the Romans. They were
at war with the Romans, protecting their land. Thus, the stories raise issues of love, family,
work, and the loss of loved ones, engaging the listener emotionally. They also stereotype
relations between Romans and Caledonians and military life. Therefore, the challenge
was to use these stories and train the language model to know Ebutius and Calle, to learn
their stories, and to be able to use them, without revealing that these people are fictional
persons. When the first experiments began, there was ChatChatGPT3. It is a language
model that lacks the capacity for dialogue (stateless model). It was trained using generative
pre-training, with a vast amount of data found on the Internet. It could already answer
questions such as, “What is Antonine’s wall?”, or, “What is the northernmost tip of the
Roman empire?”, but of course, it knew nothing about Ebutius and Calle. Thus, a way
had to be found for the information of the stories to enter the model. OpenAI gives this
possibility to developers, at some cost. The original data of the stories, as received by the
Narralive team, had the JSON format. They consisted of 155 questions and 55 answers.
Each answer can answer more than one question, but each question has a unique answer.
For each answer, there was a set of questions in the following form:

“answer”: “The Romans conquered lands that the Caledonians considered their
own, so many of them are justifiably angry at the Romans. Raids and skirmishes
from the Caledonian tribes were, in fact, a regular event. Nevertheless, some
Caledonians co-existed rather peacefully with the Romans and traded with them
frequently. For example, local style pottery was found in various forts, which
indicates that there were local crafts people and merchants interacting with the
army on the Wall. Furthermore, soldiers of various ranks often married local
women, although these marriages were not recognized by the Roman State until
after Antoninus’s rule (AD 138-161). After Antoninus’s reforms, any children the
soldiers might have had with these women were encouraged to join the Roman
army and hence gain citizenship for themselves.”,

“questions”: [

“Could a Roman soldier marry a local Caledonian woman?”,

“Why did the Caledonians attack the Romans?”,

“What were the relationships between Romans and Caledonians?”,

“How could Calle fall in love with Ebutius, the conqueror of her people’s lands?”,

“How was the relationship between Romans and the locals?”,

“Did the natives complain about or disturb the building of the rampart?”,

“Where and how did you meet your wife Calle?”,
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“Did the Caledonians interact with the Roman Army in the Wall?”,

“Are the Caledonians angry at the Romans?” ]

The first edit of the questions and answers found field names on each line that were not
needed in this research. Therefore, editing (renaming, removing fields, deleting duplicate
records) was required. To fine-tune a model in ChatChatGPT3, it is necessary to prepare
the data in a specific way. For this purpose, a tool called “CLI data preparation tool” is
provided, which can accept as inputs data in various formats (json, jsonl, xlsx, csv, tsv)
(related instructions on the OpenAI’s web page (https://beta.openai.com/docs/guides/
fine-tuning, accessed on 7 July 2023)) and outputs a result.jsonl file. In our case, the tool
did not work satisfactorily, and the errors it displayed were difficult to debug. Thus, it
was preferred to manually transfer the data to a new jsonl type file, with the formatting
required by the OpenAI engine. The file ended up with 146 questions and answers. The text,
after being manually edited, was successfully passed through the CLI preparation tool,
which added spaces and special characters as required for ChatGPT3 to function properly.
In the final format, each line looked like this:

“prompt”: “Were the Caledonians a Celtic tribe?” –>,“completion”: “ Yes.
The Caledonians were a Celtic tribe that inhabited the areas of modern-day
Scotland during the Roman era. They were builders and farmers and defeated
and were defeated by the Romans on several occasions. Nearly all the informa-
tion available about the Caledonians is based on predominantly Roman sources,
which may suggest bias. During the Iron Age, Scotland did not have a nucleated
settlement pattern. Instead, Caledonians lived in homesteads dispersed across
the landscape, each occupied by an extended family and their dependents. \n.”

That means that every line had a “prompt” and a pairing “completion”, two concepts
that are fundamental for the fine-tuning of ChatGPT3.

The first tests were disappointing (Figure 2). The model did not always correctly
answer the question “who is Ebutius”. It presented serious problems in its use such as
truncated answers in 50–70 characters, controversial answers, and answers in the form of a
new question. Sometimes, the answer was the question itself. For the latter, the reason was
that the model was trained on a set of prompts and completions, and since the prompts
were in the form of questions, the model responded similarly. Furthermore, a big problem
was that the model training data sample was too small. OpenAI advises training with at
least 1000 sets of prompts and completions. Of course, something like this would have
cost much, and on the other hand, it is difficult to find reliable and accurate cultural data
of these sizes. In addition, using the GPT through the Windows command prompt by
calling the appropriate commands was not practical and easy. We needed a new user
interface and more data for training the model. For the continuation of the tests, a simple
GUI was built that allows text to be entered into a box and returns the answers of the
language model. Other cultural data from Internet sources were also searched, and a
dataset from the Kaggle.com site was used. The dataset was 1155 rows, one for each listed
UNESCO cultural heritage site for the year 2021. The amount of data was too large (and
therefore, expensive) to use all of it in training the model, and on the other hand, there
was a very high probability the language model was already fed with these data and any
action on our part would be pointless. Anyway, two of the fifteen columns of data for each
monument were used. The first two columns of data entitled Name and Description of the
monument were kept for all 1155 rows of the table and were fed to ChatGPT3. Already
from the first test of the new model there seemed to be a qualitative difference in the results
obtained. They were clearly more targeted, and the model seemed to be able to describe
any monument we were referring to. Of course, wrong answers appeared again. The GUI
also helped the test flow greatly, but the inability of the model to engage in conversation
with the user made things difficult. We had to find a way to make the model function
stateful. It should be able to remember all the previous dialogue. Therefore, we started
sending the GPT not only the last sentence, but the whole dialogue from the beginning.

https://beta. openai.com/docs/guides/fine-tuning
https://beta. openai.com/docs/guides/fine-tuning
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That is where the other weakness of the model appeared: the limitation on the number of
tokens it can accept as input. The default limit is 2048 tokens and can go up to a maximum
of 4096 tokens. The way OpenAI counts tokens is special—not fixed for every word and
sentence. In general, a token corresponds to one syllable, except for very commonly used
words, which may correspond entirely to a single token. Therefore, the tests improved,
and some form of dialogue actually started; however, it could only last 2–3 sentences,
and then, the model would go into a state where it would generate uncontrollable and
meaningless texts. The solution to the dialog problem came directly from the creators of the
model: they gave the developers the ChatGPT3.5 version. It is a stateful model, the engine
behind the very popular ChatGPT. It could again accept data through a very different
training process (more like instructions to the model) and was additionally capable of
complete dialogues, very close to natural human language. Its first version works very
well with English, but has great difficulty with any other language. Beyond the capacity
for dialogue, the new model was clearly upgraded in text production: errors were few
or simply absent. One obvious observation was that the text might be repeating some
meaning. Furthermore, the generated text could be interrupted again without explanation
or, conversely, be too long as if the model were babbling.

Figure 2. The first tests of trained ChatGPT3.

You: Hello!

Chatbot: Hello and welcome to the Hunterian Museum. I am an AI language
model and will be your virtual curator for the day. My name is OpenAI. How
may I assist you today?

You: I would like to learn about the wars in the area

Chatbot: Certainly! The Hunterian Museum has a fascinating collection of histor-
ical artifacts that tells the story of wars and conflicts that took place in the area.
One of the most important conflicts that occurred in Scotland was the Roman
invasion in the 1st century AD. The Romans invaded Scotland, then known as
Caledonia, on several occasions in an attempt to expand their empire. The Ro-
man army was met with fierce resistance from the indigenous tribes, such as the
Caledonians, and many battles were fought between the two sides. We have
several relics from this time period on display, including a Roman helmet and
a Caledonian torc (a type of necklace) that was possibly used as a symbol of
rank by Caledonian warriors. Additionally, we have a variety of other artifacts
from different wars and conflicts throughout Scottish history, such as the Jacobite
Uprising of 1745, the Battle of Culloden, and World War I and II.

You: Who was Ebutius?

Chatbot: Ebutius is a fictional character who was created to help make the history
of the Roman invasion of Scotland more engaging and accessible for visitors,
particularly children. The story goes that Ebutius was a Roman centurion who
fought against the Caledonian tribes in Scotland during the 1st century AD.
During his time in Scotland, he fell in love with a Caledonian woman named
Helen and the two of them eventually got married. Edutius’s story is a fun and
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interesting way to help visitors connect with the history of the Roman invasion
and the people who lived in Scotland at the time. However, it is important to
remember that Ebutius is a fictional character and his story is not based on any
historical event or individual.

The model improvements did not just stop at the ability to generate text. It was much
less expensive to use (about 1/10 the cost of ChatGPT3) and much simpler to guide. It
used some parameters with which the programmer gave it a role—what it is and how it
should behave—and it could also accept instructions through sentences. Trying to use
all 146 sentences from Narralive’s data resulted in the 4096-token limit exceeding error,
which also remains in this version. Even with the use of fewer data, the model responded
impressively to dialogues in which it assumed the role of the Hunterian Museum curator
(Figure 3). We proceeded with the tests by putting the system in place of Ebutius himself.
It responded excellently but could not—despite the clear instruction it had received—hide
the fact that Ebutius is a fictional character merely used to make the visit more pleasant:
GPT cannot lie, describe someone in a bad way, nor use prejudice and discrimination of any
kind. While our digital tour guide was still being tested, OpenAI gave us access to the API
of ChatGPT4. Within a very short time, we saw the rapid development and improvement
of the language model at all levels. With almost no changes to our code and no modification
to the model training process, we were immediately ready for new tests, and the results
were even more impressive. Our tour guide can now speak languages other than English.
Tested with Greek, French, and Italian, it was responsive and error-free. It responded every
time in the same language in which the user writes or can—if requested—translate into
any language. The answers it gave to each question were more complete; they did not
stop without reason, and they contained more-complete meanings. Furthermore, the 4096-
token limitation was now gone. The model accepted without a problem all 146 sets of
prompts and completions and could, with the same ease as in ChatGPT3.5, assume the
role we will assign to it, in the style we will describe. The only drawback that ChatGPT4
showed compared to the previous models was the lower speed of its response. To solve
the problem, OpenAI expanded its collaboration with Microsoft and, in January 2023,
announced the building of new multiple supercomputing systems to support the increased
workloads (https://openai.com/blog/openai-and-microsoft-extend-partnership, accessed
on 7 July 2023).

Table 1 summarizes what was written above regarding the characteristics of the GPT
in its various versions and its behavior during the testing of MAGICAL. Of course, this
table is a subjective evaluation of the authors, through observations made over a testing
period of about a year. They are not official data from the manufacturing company OpenAI.
It is natural, for some other researchers, under different test conditions, that these results
will vary. We observed a continuous improvement in the functioning of the GPT language
model: its results were more and more convincing in terms of their plausibility; the use
of the model has become easier and more affordable; the potential given to the user is
increasingly greater. On the other hand, this improvement was accompanied by a massive
increase in the number of users that experiment with the model. The system was advertised
by word of mouth with incredible speed and caused waves of excitement worldwide. This
overload of the OpenAI’s servers led to a significant drop in their response.

As a result of the case study, we can, thus, summarize and report some strengths and
limitations specifically posed by ChatGPT4 in its use. First of all, it was presented as a
multimodal language model with the ability to read images. This feature is not yet available
to developers, but it will change the way we use it and will open up its capabilities greatly.
At the same time, large language models are being developed by other organizations and
companies such as Google, and great competition is expected, promoting new capabilities.
We are going through a period of intense developments in the field of artificial intelligence.
Despite the excitement that new AI capabilities have generated among users, we must
remain cautious about the scientific validity of the generated texts. The text becomes
more and more complete, without grammatical and syntactical errors, as well as without

https://openai.com/blog/openai-and-microsoft-extend-partnership
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meaningful repetitions. At first glance, the text that is created is close to perfect, but it is
far from being valid, since the model does not have the possibility of self-checking and
self-correction. In addition, at the time of writing, the system remains slow to respond,
which would make it unsuitable for a real work environment and large-scale projects.
Fortunately, there is a big drop in its operating costs, which would allow its use on a large
scale. If, for example, a real museum would like to use it on a daily basis for all its visitors,
up to GPT Version 3, the cost to train it would amount to several thousands of Euros, and it
would take much time to prepare the data and create the trained model. Now, the cost has
gone down tenfold, and data-specific training has become much easier. This convenience
allows the creation of an application for a cultural space and then quickly converting it for
use in another space. Finally, until Version 3.5, there was a limit on the number of tokens a
user could send as the input to the system. This means a large limitation in the amount of
data to drive the model. This limitation of 4096 tokens in Version 4 is gone, and we have
already moved on to a test where we have trained the model with around 18,000 tokens
without errors, while the cost remains low.

Figure 3. Testing of ChatGPT3.5 using a GUI.

Table 1. Comparison between versions of OpenAI GPT during tests.

No Characteristic ChatGPT3 ChatGPT3.5 ChatGPT4

1 Can be fine-tuned Yes Yes Yes

2 Bias in text No No No

3 Ease in guidance Low High High

4 Can change style of the text No Yes Yes

5 Truncated answers Yes No No

6 Extra-long answers (babbling effect) No Yes No

7 Can use other languages than English No Partially Yes

8 Repeated meanings Yes Yes No

9 Controversial answers Yes Yes No

10 Input tokens limitation 2048 (normal)–4096 (max) 4096 None

11 Cost for training and use High Low Low

12 Speed in responses High Medium Low
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5. STT and TTS

The input and output modules connect with the user experience. They are very
important, and they can define if the developed system will be usable or not. It is crucial for
these modules that communication is performed through voice commands. As described
earlier, we want users to have their hands free and not be distracted by screens or how to
operate a device. We also want communication to take place in natural language. Therefore,
in MAGICAL, the application constantly listens through the microphone of the device and
waits to recognize a trigger word through which the recording of the speech begins.

For our testing purposes, we named our tour guide Eva and set her name as a trigger:
“Eva, could you describe the way of life inside the wall?” To visually check that the
microphone and audio recognition function are working, we added a microphone icon to
the main GUI. When the application starts, the microphone is gray (inactive), then it turns
green when it is ready to record and turns red at the time of recording (Figure 4). At the
same time, in a separate window, we have the visualization of the sound waveform as it is
introduced into the system from the microphone, so that we can check the volume levels of
speech and noise in the room. Recording of a segment stops as soon as the sound level falls
below a threshold, which is related to the noise of the room. The recorded segment is saved
in a .wav file to be fed to OpenAI’s Whisper tool.

Unfortunately, Whisper does not work in real-time, but can only process audio files.
Therefore, the design logic, specifically for using Whisper’s capabilities, required that audio
be recorded and stored before converting it to text. The text produced by the process is
automatically placed in the user’s input box and sent to the GPT, just as it would be if the
user were to type the same text and press Enter or the Submit key. In this way, the dialogue
with the system can be started.

The reverse process, of receiving a response from the GPT and converting it into sound,
turned out to be less complicated, but only if English is the only language to be used. In the
first tests, the Python library pyttsx3 was used, and the results were satisfactory, for the
English language. The answer from the GPT, which is also visible in the application’s GUI,
is given as the input to the pyttsx3 library, and the text is heard from the speaker as speech.
Speech can be customized in terms of voice timbre, speaking speed, and volume.

Figure 4. Voice capturing.

The process became more complicated when trying to use a different language. In our
tests, we used Greek, a language supported by the library, and the problem is that the
language is explicitly defined in the code (this is how pyttsx3 demands to be used) and
changing language on demand, while the application is running, is quite challenging.
Therefore, while ChatGPT4 can dynamically switch languages and respond each time with
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the same language it is queried in, rendering the response with audio introduces some
difficulties: (a) recognizing the language being used; (b) modifying the code dynamically
to use the correct TTS module.

Comparing the response speed of the input and output modules, we noticed a signifi-
cantly longer input lag, which was expected. The input process is more complex (recognize
a trigger word, start recording, save file, send file over network to Whisper, wait for re-
sponse from Whisper, receive response) and is affected by network speed and OpenAI
server delays. On the other hand, the output process is quite straightforward, and the
pyttsx3 library works offline and responds instantly, without introducing network delays.
The overall response time of MAGICAL, if used right now in a real museum environment,
by many visitors at the same time, would probably be problematic or even prohibitive.
Many improvements will be needed to make the system more useful, both in the struc-
ture of MAGICAL and in the OpenAI infrastructure, as it lags behind the ever-increasing
demand for ChatGPT4 usage from users worldwide.

6. Conclusions and Future Works

From September 2022 to May 2023, the development of the GPT model was rapid.
Day by day, users worldwide have been given tools and capabilities that have never been
given before. Artificial intelligence made leaps and bounds and entered the daily lives of
millions of people, but they were not ready to take advantage of it and do not yet know the
full range of possibilities that have been given to them. Therefore, on the one hand, there is
an intense enthusiasm for all that has come and that we expect to be developed, but on the
other hand, we should probably be somewhat cautious. In the field of cultural heritage,
where we refer to museum exhibits, cultural sites, and pieces of our history, there is not
much room for errors and misinterpretations in the information that will be presented
to the public. The language model can do an amazing job of talking to museum visitors,
but can we ensure that it always feeds users with correct, scientifically valid, and evidenced
knowledge? It is too early to know, and it will take much testing before we can put the
finished product into use. We could, though, suggest some workable solutions. It would be
perfectly safe, for example, to create an educational application—a tour guide for school
students in which, after the children are first prepared for an exhibition by their teachers
and studying the space and exhibits they will visit, they evaluate the application and they
try to identify possible tour guide errors. This would make the experience of using the
digital guide more playful while also keeping students engaged. Another safe idea would
be to integrate MAGICAL into some existing, already tested application that creates cultural
narratives. One such example could be the Narralive app. As the expected results from
the existing application are known, the texts produced by the digital guide can be directly
compared in terms of their validity. Again, the profit will be double as we will evaluate
the results of MAGICAL, while at the same time, we will give a boost to the older app,
which will be renewed and reused. To use the MAGICAL digital tour guide directly in a
museum, it would certainly require supervision by an experienced curator for a period of
use. The language model creates texts that look correct to the untrained eye, but a focus
on detail is needed and testing before a finished product is released. In our next steps,
we first intend to implement the input and output modules of Figure 1, which will be
connected to the existing application. It is necessary to communicate with the language
model through natural speech. In addition, all functionality of the application should be
connected to a mobile IoT device, which will leave the hands free. The Vuzix Blade smart
glasses have been chosen as the test device because of their availability. In addition, we will
be experimenting with the NAO robot from Softbank Robotics, which we have available.
We will try to integrate the MAGICAL application into the robot and test it as a tour guide,
thus continuing our research also in the field of tangible interfaces for producing digital
narratives [43]. At the same time, the writing of a text concerning the conversion and
testing of MAGICAL as a recommendation tool in cultural spaces has begun and will be
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published soon. After all our testing, there will be a period of external user testing and
overall evaluation of MAGICAL. The results will also be published.
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