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Abstract: The Edge Intelligence (EI) paradigm has recently emerged as a promising solution to
overcome the inherent limitations of cloud computing (latency, autonomy, cost, etc.) in the devel-
opment and provision of next-generation Internet of Things (IoT) services. Therefore, motivated by
its increasing popularity, relevant research effort was expended in order to explore, from different
perspectives and at different degrees of detail, the many facets of EI. In such a context, the aim
of this paper was to analyze the wide landscape on EI by providing a systematic analysis of the
state-of-the-art manuscripts in the form of a tertiary study (i.e., a review of literature reviews, surveys,
and mapping studies) and according to the guidelines of the PRISMA methodology. A comparison
framework is, hence, provided and sound research questions outlined, aimed at exploring (for the
benefit of both experts and beginners) the past, present, and future directions of the EI paradigm and
its relationships with the IoT and the cloud computing worlds.

Keywords: edge intelligence; Internet of Things; edge–cloud continuum; artificial intelligence

1. Introduction

The International Data Corporation (IDC) forecasts that, by 2025, over 150 billion
devices will be connected across the globe [1], with the majority of them generating data in
real-time. In the same year, the source forecasts also that Internet of Things (IoT) devices
located at the network edge will generate over 90 Zettabytes of data, namely more than the
half of the Global Datasphere (i.e., the amount of data created, captured, and replicated in
any given year across the world).

This shift in the digital landscape, from centralized data centers to a network of dis-
persed ubiquitous devices, requires a reassessment of the current methods of data analysis
and processing to keep pace with the burgeoning volume and velocity of data. Currently,
cloud-based data analysis and learning systems enable organizations to store and process
vast amounts of data, making them readily accessible from any location at any time [2].
This enables organizations to make rapid and informed decisions, optimize operations,
and reduce costs. However, with the increasing volume of data being generated and the
high-expectations of IoT services’ QoS/QoE [3], there is a growing need for more efficient
methods for data processing/analysis and for system management, to be implemented
closer to the source of data collection. This is where Edge Intelligence (EI) comes in, as it
allows for the processing and analysis of data as much as possible at the network’s edge,
instead of solely relying on centralized data centers. This truly distributed and pervasive
computing approach not only reduces latency and data traffic, but it also enables real-time
decision-making, improves scalability, privacy, and reliability, and ultimately, leads to more
efficient and effective data analysis.

Being recognized as an extremely promising enabler for many next-generation IoT
services in different smart-* domains, in a few years, the EI has become the centerpiece of
a wide literature, spanning from very narrow technical contributions to comprehensive
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studies and informative analysis. As a result, currently, EI looks like a container of so
many entangled concepts (astride IoT, AI, edge and cloud computing, data science) that are
complex to approach and even more challenge to productively apply. Therefore, in order
to offer an extensive and in-depth understanding of the theoretical basis, architectures,
technologies, and application scenarios of the novel and multidisciplinary field of EI, this
survey provides an overview of the research efforts made so far, by exploring the literature
in accordance with two key principles:

• Comprehensiveness: The research methodology we applied to perform our systematic
EI literature review followed the PRISMA guidelines [4], a formal protocol consisting
of well-defined and reproducible steps centered on clear criteria for the selection of
the target articles, aiming at high level of homogeneity and quality [5];

• Effectiveness: Given the infeasibility of an exhaustive study of the whole EI literature,
we opted for a systematic review performed in the form of a tertiary study, a well-
established approach, also known as meta-analysis [6], which has the purpose of
aggregating and generalizing the main results from large collections of thematically
related secondary studies (reviews, surveys, roadmaps, white papers, etc.).

The joint exploitation of these two distinct, but highly compatible, approaches to the
research synthesis is a novelty in the EI literature (precisely, only [7] provided a systematic
review) but as demonstrated in many other fields [8], it allows summarizing wide bodies of
knowledge, quantifying the size, strength, and trend of research directions, and generating
new valuable insights. Ultimately, this survey sets out to serve as a valid resource for
anyone looking to stay current in this rapidly evolving field and to gain insights into the
potential future developments in EI.

This manuscript is organized as follows. In Section 2, we introduce the main concepts
to approach the EI paradigm, its diffusion in the IoT scenario, and its relationships with
other mainstream paradigms such as edge and cloud computing, AI, etc. In Section 3,
we provide a detailed report of the research objectives we pursued and of the search
methodology we adopted, thus reviewing the obtained literature in Section 4. Final remarks
conclude the manuscript in Section 5.

2. Background

EI has witnessed a significant surge in growth lately, being intrinsically tied to the
progression of edge computing. However, at the beginning of the ubiquitous and pervasive
computing era, there was a significant deficiency of intelligence at the network’s edge in
favor of a “remote” intelligence. For example, the primary function of Wireless Sensor
Networks (WSNs) [9] was to gather and transmit data according to the “sense-and-forward”
paradigm, by means of dumb sensors that were relatively simplistic and resource limited.
Therefore, cloud computing emerged as a prevalent enabler for supporting WSNs due to its
ability to provide scalable data storage and management, remote monitoring and control,
and ease of use. Both WSNs and cloud computing have started, hence, to take advantage of
one another: the former found the necessary computing power for implementing intelligent
solutions to be fed with a huge amount of real-time data provided by the latter.

As the IoT has gained traction [10], a plethora of more sophisticated devices, known
as “smart objects”, emerged at the periphery of the network. These devices, such as
smart thermostats, security cameras, and connected appliances, promised to make our
lives easier by automating daily tasks and providing valuable insights. However, despite
their improved capabilities, these devices continued to be heavily reliant on cloud-based
infrastructure [11]: indeed, devices still remained unable to take actions without the
assistance of the cloud since both the volume and the heterogeneity of the data increased
dramatically, and consequently, only simple processing tasks and limited storage operations
could be performed locally.

Only in the last decade, a number of issues about the IoT–cloud duo has emerged
and pushed for a paradigm shift: indeed, while cloud-based infrastructure does provide
the necessary scalability and flexibility for IoT devices, it also introduces a number of
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challenges. One major concern is the potential for data breaches and privacy violations,
as sensitive information is transmitted to and stored on remote servers. Additionally,
the reliance on cloud-based infrastructure can also result in unacceptably high latency
in field-to-cloud and back transmissions, as well as exorbitant energy and bandwidth
consumption. To address these issues, new computing paradigms such as edge and fog
computing have emerged, with the intent to carry not only data processing, but more
broadly, intelligence (intended as “Interacting, Interoperate, Cooperation, Communicating
and Perception” capabilities [12]) as close as possible to the data sources, in the place of
remote servers accessed over the Internet.

In this direction, more recently, EI has emerged in order to support the new and ambi-
tious services and scenarios of the IoT. It incorporates both emerging and well-established
approaches from edge and cloud computing, AI, data science, and networking to bring
intelligence outside the boundaries of the cloud. This approach, also referred to as “Edge
AI”, pushes as much as possible for local operations, even better if directly on edge de-
vices, such as smartphones, IoT devices, and industrial equipment, rather than in the
cloud or a centralized data center. As illustrated in Figure 1, this strategy effectively re-
duces the amount of data transmitted from the device monitoring a target phenomenon
to a remote server, thus reducing the time and the communication that pass between
the operations of sensing and actuation. However, the challenge of EI involves not
only embedding the characteristics of massive computing systems into tiny, restricted
devices, as if trying “to fit an elephant into a small box” [13], but indeed, a full-fledged
infrastructure to allow EI, at its extreme, to transform Big Data into intelligent data and
to enable real-time device management, system performance, decision-making, and op-
eration monitoring, thus improving overall responsiveness, privacy, effectiveness, and
productivity [12,14–16]. Although EI holds the potential to rival the cloud, it cannot maxi-
mize its capabilities when employed alone. EI and cloud computing can complement each
other seamlessly, with the optimum approach being a synergistic relationship, exemplified
by the IoT–edge–cloud continuum [17]. This harmonious connection is crucial in today’s
technological arena, resulting in enhanced resource utilization, heightened efficiency, and
the best outcomes.

Environment Device Internet
Connection


Remote Server


sensing

actuation

data

command

data

command

Environment Edge 

Device/Server

sensing

actuation

Figure 1. From remote (e.g., cloud-based) to local (e.g., EI) data processing.

3. Research Methodology

We undertook an initial informal search, which, together with personal knowledge,
confirmed that there exist a relevant number of contributions on the EI topic and that
a systematic review would be appropriate. It also provided the information needed to
guide the manual search process. Accordingly, a survey of articles regarding EI spanning
13 years (from January 2011 to February 2023) was conducted in accordance with the
guidelines of the PRISMA statement. After the record screening and the report selection
processing, we analyzed a total of 50 works. However, they refer to specific domains
(e.g., robotics [18] or cyber-security [19]) or technology (e.g., embedded intelligence for
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FPGA [20]), to narrow contributions (e.g., a novel version of an algorithm or an optimized
model [21,22]), and to broader surveys/review papers outlining definitions, goals, and
roadmaps for EI. We decided to focus specifically on the latter and performed a further hand-
made selection, which produced a systematic analysis literature in the form of a tertiary
study of 14 publications. The undertaken search plan is summarized in Table 1, while
Figure 2 depicts the flow-chart of the PRISMA-based selection process, detailed in the
following subsections.

3.1. Objectives

This review aimed to identify the state-of-the-art on EI, at the confluence of AI, cloud,
and edge computing, to bring intelligence as close as possible to the data sources. The
survey was conducted to identify the current research trend and research challenges related
to EI and to answer the following Research Questions (RQs):

• (RQ1) What are current definitions or interpretations of EI?
• (RQ2) Are there specific reference architectures that help to enable intelligence at

the edge?
• (RQ3) What are the main topics (intended as broad subjects or themes) addressed

by EI?
• (RQ4) What are the key techniques (intended as enabling, implementation methods)

of EI?
• (RQ5) What are the pursued goals, the on-going efforts, and the future challenges

for EI?
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Scopus Records removed before
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	 Records removed fro
	 technical reasons
	 (typology; language; full-text)
	 (n = 24)

Records screened (n = 118) Records excluded (n = 68)
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- The contribution about   
   Edge Intelligence is       
   very limited

Figure 2. Flow-chart of the literature review selection process according to the PRISMA guidelines.
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Table 1. Search plan.

Source Criteria

Database ScienceDirect, Scopus, IEEEXplore,
ACM Digital Library, Web of Science

Date of publication 2011–2023

Keywords
- Edge intelligence/AI

- Embedded intelligence/AI
- On-device intelligence/AI

Language English

Type of Publication Article, conference paper,
book chapter, review, survey

Inclusion Criteria

- Secondary studies on EI
- Formal definitions, models, and perspectives

of EI
- Relevant EI architectures and techniques
- EI as the main element of the proposed

solution

Exclusion Criteria

- Too vertical contributions on use-cases or
single techniques

- The EI term used as a buzzword or improperly
- The EI-related contribution is very limited

3.2. Search Strategy

An exhaustive search of the articles regarding EI was performed in February 2023 by
two of the authors on the following digital libraries: ScienceDirect, Scopus, IEEEXplore,
ACM Digital Library, and Web of Science. The search focused on retrieving scientific
publications proposing solutions (i.e., models, techniques, approaches, architectures) that
aim to understand how to bring intelligence as close as possible to the data sources. The
keyword search string was defined according to three key concepts: (i) edge intelligence;
(ii) embedded intelligence; (iii) on-device intelligence. Considering such key terms and
their synonyms, the following search string was identified:

(“edge” OR “embedded” OR “on-device”) AND (“intelligence” OR “AI”) (1)

To find relevant results, we applied the search string to articles’ titles, and we forced a
distance of a maximum of two words between the key terms. Later on, since the object of
our work was specifically on EI’s secondary studies, we applied the following search string
to manuscripts’ abstracts:

(survey* OR review* OR literature OR roadmap OR discuss*) (2)

It is worth noting that the search string (2) incorporates the wildcard symbol “*”, and this
allows for the stemming task over key terms such as “survey”, “review”, and “discussion”.

3.3. Eligibility Criteria

The articles were eligible for selection if they met all of the following inclusion criteria:

• The work is a literature review, survey, or mapping study that specifically delves into
the EI realm;

• A model or at least a formal definition of EI is proposed or adopted;
• The work uses EI as the main element of the proposed solution;
• Either EI-based or EI-enabling architectures or techniques are presented.
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The articles were excluded from the selection if they met one of the following exclu-
sion criteria:

• The work is too vertical on use cases (ranging from individual domains such as au-
tonomous vehicles [23] and the smart grid [24] to general IoT-based applications [25]),
techniques (e.g., information fusion for EI [26], neural-network-based self-learning ar-
chitecture [27]), algorithm customization (e.g., combination of blockchain and k-means
algorithm [28]), or model/platform optimization [20,29];

• The terms “edge intelligence” and “embedded intelligence” or one of their synonyms
are contained only in the title, abstract, or keywords and are missing in the main body
of the article [21,30,31];

• The concept of EI or one of its synonyms is either defined or used improperly [32,33];
• The work is a pre-print and/or its extension has been already included (as for [34]

with respect to [35]).

3.4. Study Selection

Figure 2 depicts the flow-chart of the approach adopted to select the articles according
to the PRISMA guidelines [4]. The search in the digital libraries using the search string
provided a total of 142 articles. In order to discard studies not relevant to our review,
we removed the papers due to the following technical criteria, based on: (1) the type
of publication, by eliminating materials such as editorials, short papers, posters, theses,
dissertations, brief communications, commentaries, and unpublished works; (2) articles
partially or wholly not written in English; (3) papers with text unavailable in full. In
this step, a total of 24 papers were removed, obtaining 118 publications. To select the
appropriate studies for this review, in the first screening task, only the records (title, abstract,
and keyword) of each article were analyzed independently by two of the authors. Each
researcher evaluated the title and the abstract according to the eligibility criteria to decide if
that paper should be included in the next screening phase. A paper included by one of the
researchers resulted in a full-text assessment in the next phase, so 50 papers were selected
by the reviewers in this phase. In the last phase, all the researchers read the full papers and
decided whether to include the work in the review based on the eligibility criteria and on
criteria of relevance, rigorousness, credibility, and quality. Most of the papers were excluded
in this phase because EI was used only in the title or abstract (as a buzzword) [36–39] or only
in the related works Section [40], and therefore, it did not represent a fundamental element
of the solution proposed in the manuscript [41,42]. To guarantee the high quality of the
selected studies, final inclusion of a paper in the review was reached by consensus among
the researchers (i.e., only if the majority of the researchers evaluated it as suitable for the
review, or in case of parity, a discussion between the researchers took place to decide about
the inclusion). In this phase, the researchers selected and analyzed a total of 20 papers. In
parallel, we performed also an extensive snowballing search to identify other eligible studies
(relevant, but not found by our query) according to the references’ lists (back-in-time search)
and citations (forward-in-time search) of the included studies. In particular, we repeated our
query by including the term “intelligence continuum”, which is sometimes used to refer
to smart solutions distributed across all the architectural levels, hence including the edge.
Finally, for the sake of maximum comprehensiveness, we also attempted to search for gray
literature, thus covering relevant documents, unlisted in electronic databases since they are
usually provided by both government and professional organizations, such as technical
reports, Ph.D. theses, patents, company’s white papers, etc. Lastly, 14 secondary studies
specifically related to EI were analyzed in more detail, and they are reported and compared
in the framework of Table 2.
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4. Literature Review

Already from an initial screening of our search results, we observed that the literature
related to EI is not well consolidated. Although the term EI occasionally appears in older
EI-related works such as [16,41], only in the last decade has the research established clearer
boundaries of the domain, and only in the last four years (2019–2023) have more systematic
studies been published in conference proceedings and journals, mostly. From a deep study
of all the analyzed works, indeed, we were able to identify a clear classification of the
studies under the general umbrella of EI: the majority of them are truly narrowed on specific
techniques and domains (e.g., [18,19,43–45]), while few horizontal studies seek to explore
the fundamentals, perspectives, and trends of EI (whereas with coarse-grained [42,46]
or fine-tuned [12,14,35] analysis). However, as previously pointed out, the specific aim
of this survey was to methodically shed light on the state-of-the-art of EI by performing
a systematic analysis (interesting and somewhat surprisingly, there is only a systematic
literature review [7] and a systematic classification [35]) in the form of a tertiary study, thus
centering our analysis on comprehensive reviews, surveys, roadmaps, etc. In this direction,
given the time of writing, milestone works are [12,35,47], which provide key contributions
by discussing core components and concepts, designing theoretical frameworks, and an-
alyzing technology drivers, exploring capabilities, benefits, opportunities, gaps, and use
cases for current EI scenarios, as well as for the next decade. These three manuscripts are
the most-cited ones (with more than 200+ citations in a short period of time), but obviously,
many other interesting and relevant findings came from the other works identified adopt-
ing the research methodology discussed in Section 3 and whose comparative analysis is
summarized in Table 2. Therefore, driven by the Research Questions (RQs) outlined in
Section 3.1, we carried out an accurate literature analysis, whose research directions and
main findings (enclosed in dotted boxes) are concisely presented in Figure 3.

Figure 3. Directions and main findings (enclosed in dotted boxes) of the performed study on EI.
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Table 2. Comparison framework for the analyzed literature.

Title Year Cit. # SLR EI Definition Ref.
Architecture

Topics
Addressed Key Techniques Hardware Tools Software Tools Use Cases

Distributed
intelligence on the

Edge-to-Cloud
Continuum: A

systematic literature
review [7]

2022 8 Yes No No

- KDD
- Interoperability

- Platforms/
Frameworks

- Edge Training
- Edge Inference

- Modeling
- Collaboration

- (indirect
contributions)

- Edge devices
- Processors

- ML on the
continuum

- Data Analytics on
the continuum

- Simulation and
Emulation systems

- Healthcare
- Smart Factory

- Smart
Agriculture

- Smart Cities
- Automotive

Edge Intelligence:
Paving the Last Mile

of Artificial
Intelligence With Edge

Computing [12]

2019 703 No

Revolutionary:
“The marriage of edge

computing
and AI”

2-layer
- KDD

- Platforms/
Frameworks

- Edge Training
- Edge Inference Edge devices

- Systems and
Frameworks on

EI Model Training,
Inference

- Smart Factory
- Smart City

- Smart Home
- Entertainment

The Many Faces of
Edge

Intelligence [14]
2022 0 No

Evolutionary:
“An emerging

computing paradigm
that enables AI

functionalities at
the network edge”

3-layer Outlook No No No - Smart City
- Automotive

Edge Intelligence [15] 2019 0 No

Revolutionary:
“Edge computing with

machine
learning and advanced

networking
capabilities”

2-layer Standardization No Edge devices No
- Smart Factory

- Smart City
- Public Safety

Edge Intelligence:
Empowering

Intelligence to the Edge
of

Network [35]

2021 19 No

Revolutionary:
“A set of connected

systems and
devices for data

collection, caching,
processing and

analysis proximity to
where data are
captured based

on AI.”

2-layer - KDD
- Service

- Edge Training
- Edge Inference

- Modeling
- Management

No No
- Smart Factory

- Smart City
- Healthcare
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Table 2. Cont.

Title Year Cit. # SLR EI Definition Ref.
Architecture

Topics
Addressed Key Techniques Hardware Tools Software Tools Use Cases

Edge Intelligence: The
Confluence

of Edge Computing and
Artificial

Intelligence [47]

2020 239 No

Revolutionary:
“The integration of

edge computing
and AI”

No - KDD
- Service

- Edge Inference
- Management No No

- Automotive
- Smart Home
- Smart City

OpenEI: An open
framework for

edge intelligence [48]
2019 47 No

Evolutionary:
“The capability to

enable edges
to execute AI
algorithms”

No
- Platforms/
Frameworks

- Interoperability

- Edge Training
- Edge Inference

- Modeling

Hardware
modules

- Running
environments

- Edge-based deep
learning packages

- Automotive
- Smart Home
- Healthcare

- Public Safety

Edge Intelligence:
Challenges and

Opportunities [49]
2020 1 No

Evolutionary:
“The next stage of edge

computing,
which allows to run AI

applications
at the edge of the

network”

3-layer

- KDD
- Platforms/
Frameworks

- Service

- Edge Training
- Edge Inference

- Modeling

- Edge AI chips
- Edge

Computing
Platforms

- Edge AI
programming

libraries

- Automotive
- Smart factory

- Smart city
- Healthcare

Artificial Intelligence
in the IoT Era:

A Review of Edge AI
Hardware

and Software [50]

2022 2 No

Evolutionary:
“The modern trend of

moving artificial
intelligence

computation near to
the

origin of data sources”

No
- Platforms/

Frameworks
- Outlook

Edge Inference

- Hardware
devices

- NVIDIA Jetson
devices

- ML Frameworks
- Mobile SDK

- Software for MCU
- Model conversion

lib. for MCU

No

Convergence of Edge
Computing and

Deep Learning: A
Comprehensive

Survey [51]

2020 486 No

Revolutionary:
“The combination of

edge computing
and AI”

2-layer

- KDD
- Platforms/
Frameworks

- Service
- Outlook

- Edge Training
- Edge Inference
- Management
- Collaboration

AI hardware
for Edge

Computing

Edge frameworks
for DL

- Smart city
- Automotive
- Smart home

- Smart factory

Edge Intelligence: A
Robust

Reinforcement of Edge
Computing

and Artificial
Intelligence [52]

2021 0 No

Revolutionary:
“The combination of

edge computing
and AI”

No - KDD
- Service No No No - Automotive

- Military
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Table 2. Cont.

Title Year Cit. # SLR EI Definition Ref.
Architecture

Topics
Addressed Key Techniques Hardware Tools Software Tools Use Cases

Roadmap for edge AI:
A Dagstuhl

Perspective [53]
2022 8 No

Revolutionary:
“A fast evolving

domain that merges
edge computing

and AI“

No Outlook No No No

- Automotive
- Entertainment
- Smart Factory

- Healthcare

Edge Intelligence:
Concepts,

Architectures,
Applications, and

Future Directions [54]

2022 4 No

Revolutionary:
“The confluence of

edge computing
with machine learning,

or artificial
intelligence in the

broad sense”

2-layer

- KDD
- Platforms/
Frameworks

- Outlook

Edge training Edge devices Edge intelligence
frameworks

- Automotive
- Entertainment
- Smart home
- Smart city

- Smart factory

Edge Intelligence: The
Convergence

of Humans, Things,
and AI [55]

2019 25 No

Revolutionary:
“A new paradigm in

which intelligence
is gradually be pushed

from the
cloud closer to

the edge”

No
- Outlook

- Platforms/
Frameworks

No Edge AI chips
and modules

- Sw for AI lifecycle
managing

- Edge Computing
platforms

- Smart City
- Automotive
- Healthcare
- Corporate
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Referring to RQ1, albeit almost twelve years have passed since the first appearance
of the term [16] (also referred to as “Edge AI” in [41]), there is still not a formal definition
of EI. All the surveyed works promote similar definitions of EI in which the terms edge
computing and AI appear, naturally side-by-side. With a deeper look, however, these
definitions can be classified into two groups:

• Evolutionary EI definitions, which “simply” mean EI as the next stage of current edge
computing [14,48–50], where edge nodes self-process their own data, being empow-
ered through lightened AI algorithms (individually measured in terms of <accuracy,
latency, energy, memory footprint> [48]) or pre-trained models (intended as “plug-
gable AI capabilities for edge computers” [51]);

• Revolutionary EI definitions, which propose EI as a new paradigm combining (“the
amalgam”, “the marriage”, “the confluence”) both novel and existing approaches,
techniques, and tools from different areas (mainly from edge computing and AI, but
also approximate computing, cognitive science, etc.) and realizing a fully distributed
intelligence among end devices, edge nodes, and cloud servers [12,15,35,47,51–54].

The definitions of the first groups aim to stress the achieved independence of edge
nodes from the cloud, but, in this way, they definitively narrow down the scope of EI; the
EI definition of the second group, instead, exposes a holistic perspective (not centered
on the algorithmic capabilities of single edge nodes), reasoning in terms of a seamless
edge–cloud ecosystem [35], promoting a continuum between the two domains and all
their actors, technology enablers, etc. [53]. Indeed, for example, in [12], six EI levels are
defined, and they form a collaborative hierarchy to be integrated for the design of efficient
EI solutions. Far from providing the umpteenth EI definition, we adhered to the latter
definition, and we believe that the “evolutionary” one limits the potential of EI: indeed,
in order to enable novel IoT services or to optimize the overall system performance, all
the available system’s data and resources should be fully and opportunistically exploited.
Just in the direction of such a full-fledged EI vision, Refs. [47,51] provide an interesting
interpretation, by identifying two complementary contributions, namely “AI for Edge” (or
Intelligent Edge) and “AI on Edge”, also referred to in [55] as “AI for Operations” and

“Operations for AI”. The former focuses on providing optimal solutions to solve key problems
in edge computing (e.g., data offloading, energy management, nodes coordination) with the
help of popular AI techniques, while the latter studies how (i.e., which hardware platforms,
programming framework, methods, and tools) to perform the whole process of AI model
building, i.e., training, inference, and optimization, on edge devices despite their intrinsic
resource limitations.

Referring to RQ2, it was found that a reference architecture purposely designed
for EI is still missing. Indeed, even if the international community is actively working to-
wards the development of a comprehensive edge computing reference architecture [56–59]
with a relevant portion of “intelligence” located on edge devices, the full development
of an “Edge-native AI system” is currently far away, being only sketched in [27,35].
With respect to the analyzed works, half of them (7 out of 14 [7,47,48,50,52,53,55]) do
not deal with such a point, while the remaining ones discuss a multi-level architecture,
which is, implicitly or explicitly, strongly influenced by the IoT and by the ETSI MEC
reference architecture [14,60]; indeed, these edge computing architectures look tailored
to conform and mirror the IoT’s layered structure, which generally consists of various
and closely intertwined layers that manage different system functionalities, such as data
collection, processing, and management [61]. Notably, the majority of surveyed works
(5 out of 7 [12,15,35,51,54]) expose two-layer architectures (i.e., edge and cloud layers), while
only [14,49] include a third, intermediate layer, which is mainly responsible for networking
(from LAN to WAN) and interoperability (protocol conversion) tasks. Therefore, it emerges
that the fog computing layer is losing attractiveness, being embedded in the so-called
“thick Edge” (including, exactly, gateways and other specific-purpose devices), except for
some industrial use cases demanding particular requirements. This can be due to the
ever-increasing power and miniaturization and lowering cost of IoT boards and micro-
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computers, which, most of the time, can perform typical fog computing duties (caching,
pre-processing, etc.). Such a trend is especially noticeable in [51], whose authors define
an “Edge Computing network” layer by distinguishing, from one side, devices such as
base stations and gateways and, from the other side, tablets, smartphones, smartwatches,
etc. Interestingly, only [55] and, primarily, [7] markedly stress the importance of a seam-
less interaction between the architectures, by presenting ad hoc methods, libraries, and
frameworks for machine learning and data analytics on the edge-to-cloud continuum, in the
spotlight today thanks to the recent initiative “European Cloud, Edge and IoT Continuum”
led by the European Commission [62].

Referring to RQ3, an examination of the selected works revealed a common focus on
EI’s general objectives, applications, and use cases (especially [14,50,51,53–55]), while key
technical topics can be grouped primarily into four categories we purposely grounded:

1. Knowledge Discovery and Data mining (KDD), which encompasses all aspects per-
taining to the extraction of valuable insights and patterns from the vast data generated
by end devices;

2. Hardware platforms and software frameworks, namely those commercial devices and
software tools that concretely allow enabling intelligence at the network edge;

3. Service, which encompasses all non-functional aspects (from service placement, com-
position, and orchestration to mobility, offloading, caching, etc.) related to the support
and maintenance of IoT services at the edge layer;

4. Interoperability, which focuses on those methods and mechanisms enabling different
devices, systems, and networks to be readily connected and exchange information.

A preponderance of the reviewed literature (8 out of 14 [7,12,35,47,49,51,52,54]) con-
centrated on the category KDD, thereby shedding light on techniques pertaining to data
cleaning and preprocessing, feature selection and extraction, and model building and eval-
uation. Notably, within this category, the subjects of edge training and edge inference have
garnered significant interest among researchers, as they pertain to the key methods and
techniques that address the challenges of implementing intelligent systems at the edge of
the network. Additionally, over half of the works (8 out of 14, [7,12,48–51,54]) also address
topics related to HW platforms and SW frameworks, enumerating the mainstream legacy of EI
software and hardware tools. One of the key findings was the prevalent use of GPU, FPGA,
and ASIC hardware chips in supporting intelligence at the edge of the network. These chips
are favored for their ability to provide the necessary computational power and flexibility
for real-time data processing and analysis, leading to the development of various hardware
platforms based on them that are widely used in current Edge AI applications. Examples
include the Nvidia Jetson family (GPU-based), the Google Coral Edge TPU (ASIC-based),
and the Horizon Sunrise (FPGA-based), all of which are known for their high performance
and energy efficiency. Additionally, the machine learning libraries that are most-frequently
referenced in the analyzed works include TensorFlow Lite, Core ML, and Pytorch Mobile.
These libraries are widely used for developing and deploying models on edge devices, and
some of them, such as TensorFlow Lite, have been specifically optimized to run natively
on hardware configurations such as the Google Coral family. An intriguing discovery is
the introduction of an open framework for EI, also known as OpenEI, presented in the
paper [48]. This lightweight software platform imbues the edge with sophisticated pro-
cessing and data-sharing capabilities. OpenEI comprises a deep learning package that
is specifically optimized for resource-constrained edge devices, including a plethora of
refined AI models, providing a streamlined solution for the deployment of EI appli-
cations. Then, we found that approximately half of the examined literature (5 out of
14 [35,47,49,51,52]) focuses on the primary techniques that seek to sustain and preserve
the added value of IoT services. Within this category, edge caching and edge offloading
have been the most-extensively researched [35,51,52], as they address the critical need
for efficient data management and processing at the edge of the network, followed by
ever-green (well-explored in the past, yet still crucial) topics such as service placements,
user mobility, topology management, etc. [47,49]. Finally, an intriguing discovery is that
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only a minority of the reviewed papers (4 out of 14 [7,14,15,48]) reserves an adequate
discussion on the interoperability topic, whereas its centrality has been widely recognized in
the IoT ecosystem: these works agree that a rapid adoption of EI technologies by vendors
and industry go through IoT gateways and unified interfaces for the system life-cycle
(e.g., cross-platform software and RESTful AP for requirements assessment, authentication,
resource discovery, system configuration, and deployment), but additionally, they focus on
different aspects. For example, Ref. [48] delves into the transfer of data between edge nodes
and cloud servers, emphasizing the importance of seamless collaboration; instead, Ref. [7]
conducts an in-depth analysis of the collaborative aspect of the edge-to-cloud continuum,
while, finally, Ref. [15] primarily concentrates on standardization, but from an industry
perspective (by shedding light on requirements, potentials, and gaps in multiple use cases
and domains, such as manufacturing, smart cities, and smart buildings). Conversely, there
is no reference (if not as an open point in [12,35]) about semantic technologies.

Referring to RQ4, a noteworthy outcome is that 5 papers [14,15,52,53,55] out of the
14 did not provide insights on any specific enabling techniques for EI, but rather, focused
on imparting a general overview of their principal contribution. As for the remaining
nine works [7,12,35,47–51,54], a thorough analysis resulted in the classification of EI’s key
technologies into the following categories:

1. Edge inference, which covers all techniques for near-real-time inference, i.e., as close
as possible to the data sources;

2. Edge training, which encompasses all techniques that aid in training complex ML
models on constrained and resource-limited devices;

3. Modeling, which encompasses all techniques that aid in designing ML models’ archi-
tectures suitable for resource-limited devices;

4. Management, which encompasses all techniques that aid in managing the vast amount
of real-time data at the edge layer;

5. Collaboration, which includes techniques that aim to improve the interoperability
between nodes across the edge-to-cloud continuum.

The categories that the majority of the analyzed works center on are edge infer-
ence [7,12,35,47–51] and edge training [7,12,35,49,51,54] (respectively, 8 and 6 out of 9).
This is indicative of ongoing research efforts aimed at understanding the most-efficient
ways to train ML models and provide timely predictions and analyses as close as pos-
sible to both end-devices and end-users. Edge inference pertains to the utilization of a
pre-trained model or algorithm to make predictions or classify new data on edge devices
or servers. The majority of current AI models are optimized for deployment on devices
with ample computational resources, making them unsuitable for edge environments. The
reviewed literature, however, identifies two main challenges in enabling efficient edge
inference [12,35,48,51]: designing models that are suitable for deployment on resource-
constrained edge devices or servers and accelerating inference to provide real-time re-
sponses. One widely discussed approach to addressing these challenges is model compres-
sion (for reducing the size and computational requirements of existing models without
affecting their accuracy) and, especially, its techniques of network pruning and parameter
quantization. Another prominent approach discussed in the literature is model partition-
ing, which involves transferring the computationally intensive portions of a model to an
edge server or neighboring mobile device, thus reducing the workload on the endpoint
device and significantly enhancing inference performance: in this regard, the technique
of model early exit has garnered much attention, as it enables the use of output data
from early layers of a DNN to achieve a classification result, thus enabling the inference
process to be completed using only a subset of the full DNN model. Unlike traditional
centralized training methods that are executed on powerful servers or computing clus-
ters, edge training is typically performed in a decentralized manner by using a training
dataset located on devices with less computational power at the network’s edge. This
poses several challenges such as selecting the appropriate training architecture, increasing
the training speed, and optimizing performance. The surveyed works propose various
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techniques to address these issues. The most-commonly used architectures in the lit-
erature are “solo training” [35,51], where tasks are performed on a single device, and
“collaborative training” [35,49,51], where multiple devices work together to train a shared
model or algorithm. It is noteworthy that solo training has higher hardware requirements,
which are often unavailable, and as consequence, several works focus on collaborative
training architectures and techniques such as Federated Learning (FL) (which has been
proposed in several variations such as communication-efficient FL, resource-optimized FL,
security-enhanced FL and hierarchical FL [35,51]) and knowledge transfer learning. The
latter method involves training a primary network (referred to as the “teacher network”)
on a base dataset and then transferring the acquired knowledge, in the form of learned
features, to a secondary network (referred to as the “student network”) for further training
on a target dataset. This technique promises to drastically reduce the energy costs of
model training on both end devices and edge servers. Approximately half of the papers
(4 out of 9 [7,35,48,49]) also deal with modeling techniques for the design of ML models
aimed at fully leveraging the limited resources of edge devices. According to the literature
reviewed [7,12,35,47,49,51,54], it was noticed that deep learning outperformed other ma-
chine learning methods in a variety of tasks, including image classification, object detection,
and face recognition. These deep learning models are commonly referred to as Deep Neural
Networks (DNNs) due to their layered architecture. Despite the fact that DNNs can take
on a variety of structures [12,49,51], such as Multilayer Perceptrons (MLPs), Convolutional
Neural Networks (CNNs), and Recurrent Neural Networks (RNNs), the surveyed works
primarily focus on the general DNN architecture. The increasing complexity and computa-
tional demands of modern DNN models make it challenging to run them on edge devices
with limited resources, such as mobile devices, IoT terminals, and embedded devices. To
address this challenge, recent works such as [7,35,48,49] focus on designing lightweight and
resource-constraint DNN models that are more suitable for edge environments. According
to [35], this approach can significantly improve the performance of training and inference
tasks on edge devices. The categories of management and collaboration received relatively
less attention in the analyzed works, with only 3 [35,47,51] and 2 [7,51] papers, respectively,
out of 9 addressing these topics. The management techniques primarily focus on optimizing
data retrieval and processing speed and on minimizing power consumption and thermal
stress on the edge device. Edge caching and computation offloading are widely used tech-
niques to achieve these goals [35,51,52]: the former involves storing frequently accessed
data on edge devices, reduces latency, and increases data retrieval speed; the latter, on
the other hand, distributes the computational workload among a group of edge devices
and encompasses various strategies such as Device-to-Cloud (D2C), Device-to-Edge (D2E),
Device-to-Device (D2D), and hybrid offloading [35,52]. The collaboration category delves
into methods for fostering cooperation and coordination among edge devices and other
network entities such as vertical and horizontal collaboration and integral and partial task
offloading [51]. It is particularly notable to observe the survey [7] through its extensive cita-
tion and analysis of a plethora of works, making a significant, albeit indirect, contribution
to all the categories outlined, except for “management”.

Finally, answering RQ5, the most-frequently mentioned application use cases in the
reviewed literature pertain to the domains of smart cities [12,15], smart homes [48,51],
smart factories [7,35], healthcare [49,50], entertainment [52,54], and automotive [47,51].
Notably, healthcare applications related to disease prediction [63,64], automotive appli-
cations exploiting connected and autonomous vehicles [65,66], as well as smart factory
applications for the Industrial IoT [49,67] have been receiving significant attention from
both industry professionals and researchers. The benefits of EI, such as low-latency com-
munication, crucial in life-or-death situations, reduced bandwidth consumption, essential
for energy efficiency in resource-limited devices, and enhanced privacy through the local
storage of sensitive information, render these areas particularly appealing. Then, most
of the surveyed works report some well-known, yet still unaddressed challenges typical
of distributed computing and, hence, of the IoT [61], such as scalability [53,55], security
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and privacy [12,50,52], ethical issues [7,53], pervasiveness and ubiquity [7,14], resource
optimization [48,52,54], heterogeneity [14,15,50,54], data scarcity and consistency [35,47,54],
etc. However, these issues generally refer to the edge computing scenario rather than EI,
whose main specific open challenges (and related future directions), instead, focus on:

• Understanding the performance of EI applications and finding a balance between
effectiveness and efficacy [47,52], thanks to a targeted exploitation of HW/SW co-
design techniques [48,68] and the development of novel, full-fledged simulators [69]
specifically tailored to EI;

• Designing comprehensive architecture for EI [51], natively provided with the con-
tinuum concept and, possibly, with a standardized API, data model, workflow, and
notations [14,15,50];

• Developing pervasive intelligent infrastructures that already consider the integration
with 5G and 6G technology to facilitate EI solutions [15,27,29,35];

• Outlining engineering methodologies for resource-friendly EI models and situation-
aware networking techniques [12,14,47–49], drawing from different computing, net-
working, and data science paradigms;

• Promoting programming and software platforms for EI [12,48], as well as lightweight
OS for the edge devices [48]; with respect to the former, the most well-known are
IoT Edge Microsoft Azure https://azure.microsoft.com/it-it/products/iot-edge/,
accessed on 30 January 2023, Cisco Edge Intelligence https://www.cisco.com/c/en/
us/solutions/internet-of-things/edge-intelligence.html, accessed on 30 January 2023,
AWS IoT Greengrass https://aws.amazon.com/greengrass/, accessed on 30 January
2023, IoT Core https://cloud.google.com/iot-core?hl=it, accessed on 30 January 2023,
Google Coral https://coral.ai/, accessed on 30 January 2023, NVIDIA Jetson https://
www.nvidia.com/it-it/autonomous-machines/embedded-systems/, accessed on 30
January 2023, and Open VINO https://docs.openvino.ai/latest/index.html, accessed
on 30 January 2023, while obvious OS candidates for edge devices are open-source
and Linux-based such as Wind River, Android Things, or RedHat (whereas there are
others as well such as Azure RTOS, VxWorks, FreeRtos, etc.);

• Conceiving of innovative incentive and business models along with cutting-edge
applications to promote the combination of theory and practice [35,49,51].

Although they all are relevant, some of the identified gaps in the EI literature are par-
ticularly challenging. For example, particular emphasis should be given to the preliminary
evaluation of EI solutions under development; indeed, while there exist some simulators
conceived for IoT and edge computing scenarios, only [70,71] specifically focus on EI and
on the many orthogonal issues it leads across the edge–cloud continuum [72]. Then, open
(horizontal, vertical, and specialty) standards [12,50], robust platform abstractions [51], and
flexible programming approaches that are deployment-transparent [73,74] are also key to
deal with the inherent heterogeneity, scalability, and dynamicity of EI scenarios. In particu-
lar, even if standardization processes are typically burdensome efforts of indefinite duration
and results (as taught by the IoT), commonly accepted practices should be established,
possibly integrating the existing de jure and de facto standards and operating frameworks.
Finally, themes such as equal accessibility [53] and governance [29,55], trustworthiness,
and explainability [27,75], which already have gained attention in conventional AI systems,
are carefully observed by institutions, and therefore, they deserve further research efforts
from both industry and academia.

5. Conclusions

IoT systems and related services need to be truly supported by a pervasive, reliable,
and effective intelligence to unleash their disruptive potential in our daily lives. Cloud-
ification has so far helped, but the latest candidate to burst onto the scene is EI, whose
rich, though fresh, recent literature reflects its broad appeal and usefulness. This survey
provided both a quantitative and qualitative analysis of the large body of knowledge
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related to EI and rapidly accumulated in the last decade by means of a systematic literature
review of secondary study according to the well-known PRISMA guidelines.

As a final takeaway of this survey, we recognize that the ETSI MEC reference archi-
tecture provides a solid base for EI system engineering; however, the realization of AI
functionalities is open, and intelligence has not yet been considered as a built-in capa-
bility of the edge system [14]. As result, it is still not completely clear how and where
the EI capabilities should be built into the edge systems to achieve its maximum yield,
while further specifications (mainly for standardized APIs, software constructs, interoper-
ability mechanisms, supporting infrastructures) need to be developed. In particular, the
latest concept of the edge–cloud continuum, at its extreme, may lead to isomorphic EI
architectures, allowing the identical service provision among edge devices, gateways, and
servers [14,76]; from such a perspective, data and computation can be transferred dynami-
cally and performed on any level of the cloud–edge architecture that provides the optimal
QoS/QoE, thus ultimately diluting or even dissolving the boundaries between the cloud
and edge.

To conclude, we attempted to disclose the wide research area of EI, and we hope
that this survey can supply basic knowledge to enable new researchers to enter the area,
current researchers to continue developments, and practitioners to apply the results, being
confident that huge research efforts will be carried out to completely realize EI in the
incoming years.
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