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Abstract: Neuroimaging refers to the techniques that provide efficient information about the neural
structure of the human brain, which is utilized for diagnosis, treatment, and scientific research. The
problem of classifying neuroimages is one of the most important steps that are needed by medical staff
to diagnose their patients early by investigating the indicators of different neuroimaging types. Early
diagnosis of Alzheimer’s disease is of great importance in preventing the deterioration of the patient’s
situation. In this research, a novel approach was devised based on a digital subtracted angiogram
scan that provides sufficient features of a new biomarker cerebral blood flow. The used dataset
was acquired from the database of K.A.U.H hospital and contains digital subtracted angiograms
of participants who were diagnosed with Alzheimer’s disease, besides samples of normal controls.
Since each scan included multiple frames for the left and right ICA’s, pre-processing steps were
applied to make the dataset prepared for the next stages of feature extraction and classification.
The multiple frames of scans transformed from real space into DCT space and averaged to remove
noises. Then, the averaged image was transformed back to the real space, and both sides filtered
with Meijering and concatenated in a single image. The proposed model extracts the features using
different pre-trained models: InceptionV3 and DenseNet201. Then, the PCA method was utilized to
select the features with 0.99 explained variance ratio, where the combination of selected features from
both pre-trained models is fed into machine learning classifiers. Overall, the obtained experimental
results are at least as good as other state-of-the-art approaches in the literature and more efficient
according to the recent medical standards with a 99.14% level of accuracy, considering the difference
in dataset samples and the used cerebral blood flow biomarker.

Keywords: deep learning; diagnosis; Alzheimer’s disease; neuroimaging

1. Introduction

Neuroimaging refers to a group of imaging techniques that aim to visualize the
nervous system; it is one of the most powerful disciplines within neuroscience [1]. The rapid
development of these techniques resulted in new images, which assisted the extraction of
critical details for brain structure and functionality [2]. Besides, these images are utilized
by medical staff, radiologists, and researchers for important purposes, namely, treatment

Big Data Cogn. Comput. 2022, 6, 2. https://doi.org/10.3390/bdcc6010002 https://www.mdpi.com/journal/bdcc

https://doi.org/10.3390/bdcc6010002
https://doi.org/10.3390/bdcc6010002
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/bdcc
https://www.mdpi.com
https://orcid.org/0000-0002-2018-6637
https://orcid.org/0000-0003-3030-848X
https://orcid.org/0000-0003-2656-427X
https://orcid.org/0000-0002-2203-4549
https://orcid.org/0000-0002-2798-0104
https://doi.org/10.3390/bdcc6010002
https://www.mdpi.com/journal/bdcc
https://www.mdpi.com/article/10.3390/bdcc6010002?type=check_update&version=4


Big Data Cogn. Comput. 2022, 6, 2 2 of 23

process, early diagnostic, and conducting new scientific research. Recently, neuroimaging
modalities, such as Magnetic Resonance Imaging (MRI), Computed Tomography (CT), and
Positron Emission Tomography (PET) became an effective source for researchers, which they
use to devise new systems for neuroimages processing [3]. The processing of neuroimages
has an important role in diagnostic classification, where it helps to extract hidden features
based on image pixels. The accurate results of processing assist in differentiating between
the normal and infected cases, which reveal through detecting the unusual characteristics
of the image [4]. From this standpoint, it can be stated that neuroimages processing is the
main assistant for medical staff and expert radiologists to make an optimal diagnosis of
accurate results, without wasting more and more time on the classical methods.

Diagnostic classification methods differ based on the used procedure. The most
common method is the classical classification, where the expert radiologists extract the
features of neuroimage, manually. This method requires a long time, and experts who are
trained, perfectly. Additionally, the chance of error is high due to the different opinions
of trained experts. Conversely, the automated systems are more accurate and save time,
where it includes automatic methods for neuroimage processing [5]. These methods are
built based on machine learning algorithms, which performs feature extraction, early
detection, and classification based on training and testing datasets that include normal and
infected cases. Nowadays, machine learning algorithms are used widely for neuroimages
classification in several tasks, like neurology [6]. Nonetheless, each of these methods has
different characteristics in terms of time-consuming and accuracy, which has been led to
valuable competition between the researchers to devise more and more methods with
optimal results.

The new approaches of deep learning, especially the Convolutional Neural Network
(CNN) [7], achieved valuable success in different tasks of computer vision, such as object
detection, segmentation, and classification. The techniques of CNN are distinguished by
the high level of efficiency in image processing, as it can be utilized for performing both
feature extraction and classification, while classical machine learning techniques still lean
on distinct techniques to extract features and feed them into classifiers. Feature extraction
of an image refers to applying a convolutional filter that generates a feature map followed
by a pooling layer that helps to reduce the map size. Transfer learning refers to reuse of
developed model, where the model is trained on a wide range of data. In transfer learning,
the network model uses a pre-trained network with preset weights. The success of using
pre-trained models has attracted researchers recently to conduct many studies in the field
of medical images.

The aim of this work is to devise an effective model for the early diagnosis of
Alzheimer’s disease based on the Digital Subtracted Angiogram (DSA) neuroimages.
Arterial and vascular diseases are considered as contributing factors to Alzheimer’s dis-
ease [8]. Besides, there is a relationship between the reduction of cerebral blood flow and
Alzheimer’s disease [9]. The patients with Alzheimer’s disease experience a decrease of
approximately 0.30 percent in blood flow to the brain [10], and that is caused by cere-
bral vascular dysfunction, which can be described as diminished blood vessel diameter
and loss of small blood vessels [11,12], the background section provided further details.
Alzheimer’s disease is a brain irreversible disorder, where patients experience a grad-
ual decline in cognitive performance over time [13]. Additionally, the early diagnosis of
Alzheimer’s disease is considered as one of the most difficult tasks, because of the various
causes and symptoms [14]. Usually, it is diagnosed by expert radiologists and neurologists
through using MRI and PET images. However, this classical method of diagnosis is difficult,
time-consuming, and has a poor rate of error.

To reach our aim, we have collected a dataset of DSA scans from the database of
King Abdullah University Hospital according to the institutional review boards approval.
contains DSA scans for 13 patients of Alzheimer’s disease and other 27 normal controls,
which were selected to utilize for model training and testing. The goal is to early detect
the existence of Alzheimer’s disease in the brain accurately. This research proposes a
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novel model for the diagnosis of Alzheimer’s disease by utilizing deep learning techniques
along with classical machine learning algorithms. The proposed model consists of different
pre-trained models, namely InceptionV3, and DenseNet201, and different classical machine
learning algorithms, namely, Support Vector Machine (SVM), Logistic Regression (LR),
Linear Discriminative Analysis (LDA), and Stochastic Gradient Decent (SGD). First, the
number of frames for both ICA sides is reduced into one frame, where each channel is de-
composed into local patches, then denoised by thresholding in the Discrete cosine transform
(DCT) domain and averaged to generate the final image. Then, the Meijering neuriteness
filter was performed to show the ridges of the vessels in the frames. Consequently, the
filtered frames are combined in a single image. After applying data augmentation, both
pre-trained models were utilized to extract features, and a combination of features selected
from applying the Principal Component Analysis (PCA) technique for feature selection
were fed into classifiers to obtain a high level of accuracy for Alzheimer’s disease detection.
The main contributions of this work concluded as the utilization of a new biomarker by
using a new neuroimaging tool for the first time, and the utilization of different pre-trained
deep learning models for feature extraction, besides integrating it to classical machine
learning algorithms.

The rest of this research is organized as follows: Section 2 provides detailed back-
ground information about Alzheimer’s disease, neuroimaging, and deep learning tech-
niques that have been used in this field. Additionally, the section puts the spotlight on the
latest previous works of early diagnosis of Alzheimer’s disease and the used deep learning
approaches. Section 3 presents a description of the dataset and the proposed methodology
of building the early diagnostic model, including the pre-processing workflow, neural
network architecture, training procedure, and evaluation strategy. Section 4 presents the
experiments and results, besides a comparison between the previous works and the pro-
posed work. Finally, Section 5 concludes the research and discusses the potential directions
for future work.

2. Background and Literature Review
2.1. Background

The neural system controls all senses, decision-making, and every minor or major
reflex of the human body, where any effect on this system might result in disease. Dementia
is one of the neural system diseases that is caused by damage or loss of nerve cells and
their connections to the brain [15], where it affects people differently and causes different
symptoms. According to the National Institute of Neurological Disorders and Stroke [16],
Alzheimer’s disease is the most common form of dementia that attacks brain cells and
neurotransmitters, affecting the way humans’ brain functions, their memory, and the way
they behave. At the beginning of the 21st century, it was thought that most people with
dementia had Alzheimer’s disease [17].

Alzheimer’s disease is an irreversible brain disorder in which patients experience a
gradual decline in cognitive performance [13]. The lifetime risk of Alzheimer’s disease in
people aged 65 years was estimated to be 10.5% [18]. In a study that revealed the overall
burden of Alzheimer’s disease through systematic analysis [19], the researchers have found
that the number of infected people increases dramatically over time with the number more
than doubling during the period from 1990 to 2016. The efforts of researchers continue to
find an effective treatment for this disease, which in turn has placed a heavy burden on
healthcare providers around the world. Moreover, it has a negative impact on patients in
many aspects, such as social behaviors, with an impact on careers, family, and society at
large that can be physical, psychological, social, and economic.

The National Institute on Aging and the Alzheimer’s Association of the United States
have published guidelines that postulate three stages of Alzheimer’s disease [20]. The first
stage is the preclinical phase, which shows the existence of unusual biomarker patterns,
such as the low rate of amyloid-β in cerebrospinal fluid or the high rate of amyloid tracer
retention. The second stage is mild cognitive impairment, which can be diagnosed using
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additional biomarkers and imaging technology. The third stage is Alzheimer’s dementia,
which requires further study to provide efficient biomarkers.

Biomarkers of Alzheimer’s disease include tau-related proteins, amyloid-β, cerebral
hypometabolism, brain atrophy, and cognitive functioning [21]. The availability of these
biomarkers and the interrelationship between them have made it difficult to find the
importance of each one, independently. Since it is difficult to establish both putative and
additive weights for biomarkers of Alzheimer’s disease, recent researches tend to use a
combination of biomarkers from different modalities to enhance the performance of models
for Alzheimer’s disease detection.

Until 2018, the global cost of managing Alzheimer’s disease has increased, and this has
negatively affected the overall economy [22]. The efforts to develop tools that can identify
indicators associated with Alzheimer’s disease have emerged as advanced neuroimaging
techniques, such as Computerized Tomography, Magnetic Resonance Imaging, Magnetic
Resonance Angiogram, and Positron Emission Tomography [23]. Table 1 shows the uses,
advantages, and disadvantages of neuroimaging techniques.

Table 1. The uses, advantages, and disadvantages of neuroimaging techniques.

Neuroimaging Uses Advantages Disadvantages

CT Determine brain atrophy Short time study and high quality Requires large radiation doses

SPECT
Determine Beta-amyloid

deposition and
neurofibrillary tangles

Well-supplied and has a low cost
Not able to differentiate

between Alzheimer’s and
other Dementia diseases

MRI Analyze vital signs of
neuronal loss

Distinguish between Alzheimer’s
disease and other
Dementia diseases

Very expensive and
time-consuming

MRA Evaluate age-related changes in
the cerebral arteries Detect dementia diseases Difficult to evaluate

small vessels

PET Reveal tissues and
organs functions Evaluate brain amyloid Erroneous interpretations

Computerized Tomography (CT) is the first human brain neuroimaging tool, as well as
the first choice for diagnosing Alzheimer’s disease [24]. Specific brain atrophy is one of the
most important indicators that are associated with cerebral vascular disease; where studies
and experiments have shown that determining this indicator through CT scans contribute
efficiently to accurate diagnosis of Alzheimer’s disease [25]. In general, a CT scan has the
advantage of short study time with high-quality images, but patients are required to be
exposed to radiation and use a contrast material to have a CT scan, which is inappropriate
for those who suffer from kidney problems [26].

Single-Photon Emission Computerized Tomography (SPECT), which is a cerebral
blood flow imaging technique, is one of the types of brain neuroimaging used to detect
Alzheimer’s disease, where it can use to determine Beta-amyloid deposition and neurofib-
rillary tangles [27]. In addition, it is well supplied and has a low cost compared to other
types of neuroimaging types. Although it is not able to differentiate between Alzheimer’s
and other dementia diseases, it is good to use in conjunction with other neuroimaging
types [28].

Magnetic Resonance Imaging (MRI) is a type of brain imaging that is used for the
purposes of clinical evaluation of Alzheimer’s patients, by analyzing the vital signs of
neuronal loss [29]. It is not only used to detect Alzheimer’s disease, but this type of image
is good enough to be used to distinguish between Alzheimer’s disease and other demen-
tia diseases [30]. However, MRI is a very expensive and time-consuming investigation
compared to other neuroimaging techniques [31].

Magnetic Resonance Angiography (MRA) is one of the most common causes of demen-
tia is cerebral vascular degeneration, which refers to the terminal diseases that affect the
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cerebral arteries [32,33]. MRA is one of the best methods for detecting dementia diseases, as
it is used to evaluate age-related changes in the cerebral arteries [34]. However, it is difficult
to evaluate small vessels using MRA, and it may not be as clear as catheter angiography
scans [35].

Positron Emission Tomography (PET) and Fluorodeoxyglucose-PET (FDG-PET) scans
are imaging techniques that reveal how tissues and organs are functioning in human
body [36], where both scans are used to evaluate brain amyloid and are useful in excluding
significant amyloid deposition. However, PET and FDG-PET have limitations, where
the movements of the patient’s head during scanning generate artifacts that may lead to
erroneous interpretation of the study. Table 2 shows the most common neuroimaging
databases that can be utilized for Alzheimer’s disease detection, including the types of
neuroimaging it contains.

Table 2. Neuroimaging databases for Alzheimer’s disease.

Database PET SPECT MRI CT

ADNI [37] Yes No Yes No

HMSD [38] Yes Yes Yes Yes

OASIS [39] No No Yes No

Alzheimer’s Disease Neuroimaging Initiative (ADNI) is an association of universities
and medical centers, which are the basis in Canada and USA [37], have developed the ADNI
dataset to provide researchers with open-source datasets. ADNI datasets include different
types of neuroimaging that are utilized to discover features related to Alzheimer’s disease
diagnosis. The participants are patients diagnosed with Alzheimer’s disease and mild
cognitive impairment, besides normal control, and elderly control cases. Neuroimaging
types include MRI and PET scans, in addition to some biochemical and clinical data.
Specifically, there are four phases of ADNI datasets, which are, ADNI-1, ADNI-GO, ADNI-
2, and ADNI-3.

Harvard Medical School Dataset (HMSD) dataset conducted by Harvard medical
school [38], where consists of MRI, CT, SPECT, and PET scans for 613 patients diagnosed
with different types of dementia including Alzheimer’s disease. An open-access dataset
can be utilized by researchers to extract features from different modalities that assist the
development of early diagnosis methods.

Open Access Series of Imaging Studies (OASIS) datasets conducted by Howard
Hughes Medical Institute at Harvard University [39], in association with the Neuroin-
formatics Research Group at Washington University School of Medicine and the Biomedical
Informatics Research Network. The dataset consists of MRI neuroimaging data for 18–96
year old participants who have been diagnosed by Alzheimer’s disease.

In a medical study on finding a relationship between Alzheimer’s disease and the
aging of cerebral blood vessels [8], the researchers have conducted an evaluation review
of the changes in the blood vessels of Alzheimer’s patients, and the results indicated
that vascular disease is one of the contributing factors to Alzheimer’s disease. Based on
the results, it can be concluded that arterial and vascular diseases could be two good
measures that should be considered to take preventive actions and therapeutic treatment
for Alzheimer’s disease, where the researchers have recommended the need to conduct
more researches from this perspective to find a cure. Furthermore, the results of other
research [40–42] have proved that there is evidence of increased cerebral blood flow in the
early stages of Alzheimer’s disease, which is followed by a reduction phase of cerebral
blood flow.

Choosing the biomarker is important to start looking for treatment for the disease, and
this is what the researchers pointed out for Alzheimer’s disease in [43,44], where they rec-
ommended the use of techniques that focus on the harmful reduction of cerebral blood flow.
Besides, there is a relationship between low cerebral blood flow and Alzheimer’s disease [9].
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Furthermore, patients with Alzheimer’s disease have been shown to have approximately a
30% reduction in blood flow to the brain [45]. Moreover, cerebral vascular dysfunction is a
major cause of reduced cerebral blood flow, as it is described as a diminished blood vessel
diameter and loss of small blood vessels [46,47]. Examples of carotid artery diseases are
stenosis and occlusion. Stenosis refers to the narrowing of carotid arteries caused by the
buildup of fatty substances and cholesterol deposits, called plaque. Even more, occlusion
refers to a worsening condition of stenosis with a clot, which is defined as a complete
blockage of the artery. These diseases are the most common contributing factors that cause
a reduction of cerebral blood flow.

The previous studies have not addressed the use of all types of neuroimaging for the
diagnosis of Alzheimer’s disease. Some of the most unused neuroimaging data are from
DSA scans, which are a catheter cerebral angiography used to reveal accurate anatomical
information for cerebral blood vessels and are considered a good indicator to diagnose and
monitor Alzheimer’s disease conditions [48]. DSA is the golden standard to diagnose and
build a treatment plan for patients who are suffering from vascular anomaly, because of
its high-resolution anatomical data about the cerebral blood vessels, besides the ability to
analyze the blood flow in real-time [49]. Therefore, it is possible to use DSA data in the
early detection and diagnosis of Alzheimer’s disease because it carries strong indicators
that are characterized by very high accuracy, sensitivity, and specificity.

2.2. Literature Review

Recently, the emergence of technological development has led to the introduction of
modern technologies that are helpful to healthcare providers, including the development
in the neuroimaging process, which has assisted medical staff and researchers in obtaining
a huge amount of different neuroimaging data sets.

2.2.1. Classical Machine Learning-Based Methods

As part of the developments, machine learning algorithms have also been intro-
duced, which has had a great impact in speeding up the process of detecting and treating
Alzheimer’s disease. Machine learning has helped build predictive models for early detec-
tion of Alzheimer’s disease, where researchers have used known pattern analysis methods,
such as linear discrimination analysis (LDA), logistic regression (LR), and support vector
machine (SVM) [50]. In fact, the use of these traditional classification methods requires
expertise and multiple stages of improvement, and thus, the biggest barrier to using them
is a long time required to complete these stages [51].

Lebedev et al. [52] conducted a study to build a diagnosis model for Alzheimer’s dis-
ease. They used structural MRI images of 185 Alzheimer’s patients and 225 normal subjects
from the ADNI database. They have used the Free-Surfer image analysis software that
incorporates the surface-based registration approach to extract the average morphometric
features, which are sulcal depth, Jacobian maps, and cortical thickness. During the training
process, they have used out of bag estimation to tune and assess the model performance,
and RF has obtained the highest performance with 88.6% and 92.0% of sensitivity and
specificity, respectively.

Zhang and Wang [53] used 3D-MRI scans for 28 patients with Alzheimer’s disease and
98 normal subjects from the OASIS database, where the displacement field fed as the fea-
tures after reducing it using principal component analysis technique for dimensionality re-
duction. Based on the results, the Twin-SVM classifier has obtained the highest performance
with 92.75%, 90.56%, and 79.61% of accuracy, sensitivity, and specificity, respectively.

Furthermore, Beheshti et al. [54] used structural MRI scans for 130 Alzheimer’s patients
and 130 normal subjects from the ADNI database, where each participant has performed
neuropsychological exams, in which they obtained clinical indicators, which are the scores
of mini-mental state examination and clinical dementia ratio. Besides, they used the voxel-
based feature extraction technique to extract features from structural MRI scans and the
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feature ranking obtained through minimizing the error of classification. Based on the
results, their proposed model has obtained a high performance with 92.48% accuracy.

In another study, Zhang et al. [55] used the longitudinal structural MRI scans for
154 Alzheimer’s patients and 207 normal subjects from the ADNI database. Then, they
utilized a data-driven landmark discovery algorithm to obtain landmarks and proposed
a landmark-based framework for feature extraction that uses a bag-of-words strategy to
extract statistical high-level spatial and contextual longitudinal features. Based on their
results, the SVM classifier obtained a high performance with an 88.30% rate of accuracy.

Zeng et al. [56] used MRI scans for 92 Alzheimer’s patients and 82 patients with
NC from the ADNI database. Then, they utilized the automated anatomical labeling
template to extract voxel features. They proposed a hybrid model that optimizes the kernel
parameter and penalty factor of the SVM classifier using the switching delayed particle
swarm optimization algorithm and principal component analysis. Based on the result, the
proposed classifier has outperformed other machine learning classifiers with a 71.23% level
of accuracy.

Lately, Koh et al. [57] used MRI brain scans for 55 Alzheimer’s patients and 110 normal
subjects from Harvard Brain Atlas and the University of Malaya Medical Centre databases.
Then, they utilized the bidirectional empirical mode decomposition technique to extract
features. Based on the results, SVM with polynomial kernel of one degree and RF classifiers
have obtained the highest performance with a 93.9% level of accuracy.

Accordingly, the use of traditional machine learning requires a mandatory stage to ex-
tract features from different neuroimaging scans and feed them to classification algorithms,
which is the biggest barrier as it takes a long time.

2.2.2. Deep Learning-Based Methods

Deep learning could overcome the difficulties encountered by researchers while using
traditional approaches of machine learning in dealing with images. It was met with
great interest in the field of image processing, primarily in medicine [58]. The results of
using deep learning algorithms demonstrated a clear superiority over the performance of
traditional machine learning techniques [59], which is why they are highlighted as the best
methods for dealing with images datasets.

Liu et al. [60] conducted a study to build a model to diagnose Alzheimer’s disease
using deep learning approaches based on FDG-PET neuroimaging. They used 3D-FDG-PET
scans for 93 patients with Alzheimer’s disease and 100 normal subjects from the ADNI
database, and they divide it into 2D slices. Then, slices were grouped based on the structure
similarity, where each group included nine slices. Deep learning approaches were utilized
for feature extraction, in which they trained a 2D-CNN model to extract the intra-slice
features and 2-stacked bidirectional-gated recurrent unit cascaded to capture the interslice
features. The final classification output is generated based on feeding the generated features
into two fully connected layers and a softmax layer. Based on the result, the proposed
model has a high performance with a 91.2% level of accuracy.

Ge et al. [61] used 3D MRI scans for 198 patients with Alzheimer’s disease and
139 normal subjects from the ADNI database. A 3D-multiscale-CNN was constructed to
extract the multiresolution features, and parallel 3D multiscale-CNNs were performed on
three regions of the tissue image, which are cerebrospinal fluid, white matter, and grey
matter. Besides, two separate levels of fusion layer were performed on several scales of a
tissue region and different tissue regions. Then, XGBoost [62] was used for dimensionality
reduction of the produced features, besides the classification task. Based on the results, the
proposed model has achieved an 89.51% level of accuracy on datasets separated by subject.

Basaia et al. [63] used MRI scans for 124 patients with Alzheimer’s disease and 50 nor-
mal subjects from the Milan database, besides 418 patients with Alzheimer’s disease and 407
normal subjects from the ADNI database. The proposed model includes 12 convolutional
layers repeated blocks with ReLU activation function followed by a fully connected layer
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and LR output layer. Based on the results, the proposed model has obtained high perfor-
mance on both data sets, in which it has achieved a 98% level of accuracy.

Furthermore, Pan et al. [64] used three-axis slices of MRI scans for 137 patients with
Alzheimer’s disease and 162 normal subjects from the ADNI database. The proposed
model utilized the number of 2D-CNN models for feature extraction from a set of MRI
slices, which are coronal, sagittal, and transverse. Then, 2D-CNN models are integrated
into a unique ensemble model that generates the output of the classification. Based on
the results of applying 10-fold cross-validation on the data set, the proposed model has
obtained high performance with an 84% ± 5% level of accuracy.

Moreover, Feng et al. [65] used 3D MRI scans for 153 patients with Alzheimer’s dis-
ease and 159 normal subjects from the ADNI database. They proposed three different
models, which are 2D-CNN, 3D-CNN, and 3D-CNN-SVM where 3D-CNN extracted fea-
tures from scans and SVM are utilized for the classification task based on the extracted
features. Based on their experimental results, the 3D-CNN-SVM model has obtained the
highest performance with 99.10%, 99.40%, and 98.80% rates of accuracy, specificity, and
sensitivity, respectively.

In another study, Li et al. [66] used 4D MRI scans for 116 patients with Alzheimer’s
disease and 174 normal subjects from the ADNI database. The proposed model was con-
structed using two approaches, which are 3D-CNN and Long-Short Term Memory (LSTM),
in which 3D-CNN was utilized to extract features from scans using 3D convolutional
kernels, while LSTM was utilized for the classification task based on the extracted features.
The proposed C3d-LSTM model had trained on 4D functional MRI scans without the need
of slicing it into 3D and 2D images, where 3D CNN could capture spatial features, and
LSTM could capture the time-varying features. Based on their experiments, the model has
obtained high performance with 97.37% ± 0.56% level of accuracy.

Lately, Liu et al. [67] used MRI scans for 30 patients with Alzheimer’s disease and 332
normal subjects from the OASIS database, and they applied resampling techniques on the
data set, where the final form contained scans for 450 patients with Alzheimer’s disease
and 532 normal subjects. Besides, a number of MRI scans from the ADNI database were
utilized for testing their model. The proposed model is depth-wise separable CNN differs
from the basic CNN, where it separates the convolutional layer into filtering and feature
extracting layers. In addition, they utilized the basic CNN model besides GoogLeNet and
AlexNet [68,69] through transfer learning. Based on their experiments, transfer learning has
obtained the highest performance, where GoogleNet has achieved 93.02% level of accuracy.

The results of previous studies have proved that the use of deep learning approaches
is more accurate and effective than traditional machine learning techniques, in which that
deep learning approach does not require a feature extraction stage. Moreover, accurate
and effective results are achieved because of the image abundance used in Alzheimer’s
neuroimaging types. Nevertheless, deep learning approaches still need to be further
improved in handling neuroimaging data, especially the datasets that contain multiple
frames for each patient, where each frame contains specific features; at the end, all are
connected to and indicate critical changes.

Furthermore, it appears that previous studies did not address the use of DSA scans,
and no research leans on the cerebral blood flow biomarker for the purpose of diagnostic
classification of Alzheimer’s disease. This research is considered the first one that leans
on cerebral blood flow, which is a novel biomarker examined using DSA scans. Besides,
we devise a novel diagnostic approach, where the results are verified in cooperation with
experts in the field of interventional radiology, through testing results accuracy as needed
to obtain a competitive stand and explaining conclusions regarding impaired blood flow
and its effect on Alzheimer’s patients.

3. Methodology

This section provides a description of the proposed methodology for the early diag-
nosis of Alzheimer’s disease. Different pre-trained CNN models were used for feature
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extraction, where the primary idea aims to use a combination of features extracted using
different models and fed it into machine learning algorithms for the classification task.
Moreover, this section describes the use of the dataset, besides more details about the
preprocessing pipeline. Figure 1 shows the workflow of the proposed methodology.
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3.1. Dataset Used

In this work, the dataset was acquired from the database of King Abdullah University
Hospital (KAUH) according to the institutional review boards (IRBs) approval. It contains
DSA scans for patients of Alzheimer’s disease and other normal controls, which were
selected to utilize for model training and testing. The goal is to early detect the existence of
Alzheimer’s disease in the brain accurately.

The procedure of DSA includes two types of imaging, namely, non-contrast images
and contrast images [70]. The non-contrast imaging was used to show region anatomy
and radiopaque foreign bodies, where two non-contrast images should be taken: the first
one before injecting the body with the contrast material and the second one after injection.
The contrast imaging was used to show the obscure vessels that were superimposed on
anatomy, where these images should be taken in successive sequence during injecting the
contrast material. Finally, the non-contrast image pixels are subtracted from the contrast
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images pixels, and the output image of subtraction shows only vessels that were filled
with blood.

The continuous recording on the computer provides multiple frames, and the data set
of this work was acquired for subjects who already had the scan before. Each subject of
the dataset has 10 frames—one frame per second—for both right and left internal carotid
artery (ICA), which nourishes the brain’s section that is responsible for memory [71]. The
size of each frame is 1024 × 1024 and has a single-channel grayscale. These frames show
blood flow, and Figure 2 presents two samples of frames for left and right ICA.
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The data set includes 26 scans for patients with Alzheimer’s disease and 27 scans for
normal subjects. As shown in Table 3, the average age of the Alzheimer’s disease group is
70 years (range from 59 to 81 years), and the average age of the normal controls group is 48
years (range from 8 years to 66 years).

Table 3. Summary of participants in the dataset.

Diagnostic Type Scans No. Age [Range] Gender (M/F)

Normal Controls 27 47.9 ± 14.8 [8–66] 15/12

Alzheimer’s disease 26 56.8 ± 7.3 [42–81] 14/12

Nonetheless, the vessels in the scans are not shown clearly; besides, patients’ informa-
tion are included in each frame. Thus, the segmentation of the vessels and masking the
patient information are important steps to clean the data set. Furthermore, the acquired
data set includes scans for a few participants that is why data augmentation is important
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to increase the size of training and testing sets. The preprocessing methods and data
augmentation of the data set can be checked in the next subsection.

3.2. Preprocessing and Augmentation

Essentially, data preprocessing techniques were performed to improve the quality of
the dataset. First, the number of frames for both ICA sides is reduced into one frame, where
each channel is decomposed into local patches. Then, it is denoised by thresholding in the
discrete cosine transform (DCT) domain [72] and averaged to generate the final image. By
calculating the average of frames. The images transformed from real space into DCT space
based on Equation (1).

C(m, n) = α(m)α(n)∑ ∑ p(x, y)cos [
π(2x + 1)m

2x
]×cos[

π(2y + 1)n
2y

]
(1)

where C(m,n) represents the DCT’s coefficients, p(x,y) represents that the image data will be
performed by DCT, r is the width or length of p(x,y), m, n = 0, 1, 2, . . . , r − 1, and α(m) is
defined as in Equation (2).

α(m) =

{ √
1/r, m = 0√
2/r, m 6= 0

(2)

After the transformation in Equations (1) and (2), the resulted images in DCT space
averaged to reduce the noise and transformed back into real space. Then, a bit-wise operator
was utilized to mask that patients’ information. Moreover, the Meijering neuriteness that
refers to ridge filter [73] was performed to show the ridges of the vessels in the frames.
Based on the noise level, the Meijering filter was the most appropriate to show the ridge-
like structures, clearly. According to Figure 3, it can be revealed that the filter generated
accurate image for two important factors that cause the problem of reduction in cerebral
blood flow.
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Finally, the filtered left and right ICA images are stacked in a single image, where
each image represents the average of frames in DCT space after transforming back to
the real space. These preprocessing steps help to prepare the dataset for the next two
stages of feature extraction and classification, in which we improve the standardization
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among DSA scans for different participants. Figure 4 shows the scan after performing the
above-preprocessing steps.
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Figure 4. Sample of DSA scans after performing preprocessing.

Data augmentation was performed to increase the amount of data [74], in which
slightly modified copies of scans were added based on the existed scans. Four samples
were obtained using rotation: width shifting, height shifting, and shearing methods, where
the used filling mode is constant. Thus, added samples help reduce overfitting during the
training process of the model. Finally, the samples of Alzheimer’s disease increased to
104 images, and the samples of normal controls increased to 108 images, where all images
resized to 255 × 255 pixels and normalized by rescaling the pixels to a range between zero
and one.

3.3. Proposed Framework

CNN is a kind of feedforward artificial neural network that is popularly used for
image recognition purposes. It can operate directly on raw input such as pixels, which
effectively automates feature selection [75]. A general model of CNN consists of four
components, namely, input layer, convolution layer, pooling layer, fully connected layer,
and output layer. Figure 5 shows the basic architecture of a CNN model that performs two
main tasks, which are feature extraction and classification.
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The convolution operation is defined by slicing the weight vector horizontally and
vertically over the input vector to generate a feature map. It takes an input image and
extracts N number of features in a layer representing different features, which leads to a
map of N features. After applying convolution operation, the output in the next layer for (i,
j) location was calculated based on Equation (3).

aij = α((W ∗ X)ij + b)) (3)

where X represents the input fed into the layer, W represents the weight vector that
slides over input, b represents the bias, and α represents the introduced non-linearity in
the network.

A convolutional layer is followed by a pooling layer, which helps reduce map size,
in which it introduces translation invariance. Pooling operation is performed by selecting
a window, where the elements of the input lying in the window are passed through the
pooling function that generates different output vectors.

Since the data set of this research is small, the classification accuracy rate would
be relatively low in case the CNN are trained from the scratch by backpropagation to
extract the features [76]. Hence, multiple pretrained CNN models were utilized to extract
more accurate features for the classification through transfer learning. In transfer learning,
the network model uses pretrained network with preset weights. ImageNet is an image
database organized according to the WordNet hierarchy, in which each node of the hierarchy
is depicted by hundreds and thousands of images, which are available for free to researchers
for non-commercial use. In this research, two popular architectures that were trained using
ImageNet are used including:

1. InceptionV3: The third version of GoogleNet, a CNN architecture released in 2015 by
Google [68]. It has won the ILSVRC championship in 2015 and improving the Top-1
performance by 15% using 92 MB of parameters. InceptionV3 uses 48 layers of neural
networks with 23,851,784 parameters and 159 depth size. The network has an image
input size of 299 × 299, and it has learned rich feature representations for a wide
range of images. Figure 6 shows the main architecture of the InceptionV3 model.

2. DenseNet201: The third version of densely connected convolutional networks (DenseNet),
a CNN architecture released in 2017 CVPR and jointly invented by Cornwell Univer-
sity, Tsinghua University, and Facebook AI Research (FAIR) [69,77]. It is improving
the Top-1 performance by 77.3% using 80 MB of parameters. DenseNet-201 uses 201
layers of neural networks with 20,242,984 parameters. The network has an image
input size of 224 × 224 and has learned rich feature representations for a wide range
of images. Figure 7 shows the main architecture of the DenseNet201 model.
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The main idea of this research is to extract the features of each image through Incep-
tionV3 and DenseNet201 models, where the features are extracted from the last layer of
each architecture, separately. Then, a combination of features is taken as follows:

X =
(
x11 . . . x1j . . . . . . . . . xm1 . . . xmj

)
,

(m × j) dimensional matrix, where m is the total number of samples and j is the dimension
of the feature.

Y = (y11 . . . y1k . . . . . . . . . ym1 ... ymk ),

(m × k) dimensional matrix, where m is the total number of samples and k is the dimension
of the feature.

Z = (z11 . . . z1n . . . . . . . . . zm1 . . . zmn ),

(m × n) dimensional matrix, where m is the total number of samples and n is the dimension
of the feature that represents the combination of j and k features from X and Y matrices.

In case the features extracted from the last layer of the architectures, this will generate
a huge number of features, in which the classifiers may fall in the problem of over-fitting.
Thus, Principal Component Analysis (PCA) method utilize for feature selection through
choosing the attributes that have explained variance ratio of 99% to avoid overfitting.

Subsequently, the combination of the extracted features was used to train different
classical machine learning algorithms that imply binary classes: Alzheimer’s disease and
normal controls. The binary classification is a problem where each record could belong to
two distinct classes. Hence, three machine learning algorithms are used to train different
classifiers, which are SVM, LR, LDA, and SGD [62]. Since both pretrained models generate
different features from the scans, the primary idea of this research is to combine features
extracted by both models and fed the selected features by PCA method into classical
machine learning classifiers for more enhancement.

The K-fold cross validation method utilized to split the dataset into training and
testing sets with 10-Folds, which helps to generalize the training and testing process on the
whole dataset. Based on training and testing results, each model was evaluated based on
the values generated by the confusion matrix [78], which is shown in Table 4.



Big Data Cogn. Comput. 2022, 6, 2 15 of 23

Table 4. The confusion matrix.

Predicted Values

Negative Positive

Actual values
Negative TN FP

Positive FN TP

Then, the appropriate metrics were calculated [79], which are accuracy, precision,
recall, and F1-score represented by Equations (4)–(7), respectively, for further comparison
between classifiers’ performance.

ACC. =
TP + TN

TP + FP + TN + FN
(4)

PREC. =
TP

TP + FP
(5)

REC. =
TP

TP + FN
(6)

F1 =
(2× PREC. × REC.)
(PREC. + REC.)

(7)

Accuracy is the overall accuracy of the test set. Sensitivity is a measure of how well
a model can correctly identify the number of positive samples in all positive samples.
Similarly, specificity is a measure of how well a model can correctly identify the number
of negative samples in all negative samples. Precision refers to how many samples are
predicted correctly in the positive samples. F1-score is an indicator to check the balance
between precision and sensitivity. The closer the value of F1-scores is to one, the better the
performance of the model.

4. Experimental Results

The research experiments were carried out using a (HP) computer with a 2.21GHz
CPU Intel Core (TM) i7-850H, and a memory of 32GB. The operating system is windows
10, and the software that has been used is Python (3.9).

4.1. Experiments

Three experiments were conducted based on utilizing different features: the first
experiment adopts features extracted using the DenseNet201 model, the second experiment
adopts features extracted using the InceptionV3 model, and the third experiment adopts
the combination of features extracted using both InceptionV3 and DenseNet201 models.
Figure 8 shows the number of features extracted using each pre-trained model.

The number of extracted features from each pre-trained model looks huge, and that’s
why PCA method utilized for dimensionality reduction, in which the features were reduced
into 236 and 247 for DenseNet and InceptionV3, respectively. Based on the reduced features
of each pre-trained model, the classifiers were trained and tested for evaluation using
10-Fold cross validation method.
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4.2. Results

The performance of each classifier was evaluated by calculating the evaluation metrics
based on the confusion matrix of each model. Table 5 shows the performance of classifiers
based on the features generated by each model on the dataset. By comparing the classifiers’
performance that was trained on the same features, we can find that the LR classifier has
achieved the best results for all feature extraction methods.

Table 5. Performance of the classifiers on different type of features.

Features
Extractor Classifier ACC. PREC. REC. F1

DenseNet201

SVM 98.57 ± 0.23 98.75 ± 0.37 98.44 ± 0.32 98.52 ± 0.24
LR 99.14 ± 0.18 99.98 ± 0.01 98.00 ± 0.42 98.94 ± 0.22

LDA 71.43 ± 0.59 67.91 ± 0.81 82.52 ± 1.02 74.14 ± 0.73
SGD 94.29 ± 0.38 99.98 ± 0.01 96.89 ± 0.52 97.10 ± 0.33

InceptionV3

SVM 98.29 ± 0.22 99.98 ± 0.01 96.47 ± 0.46 98.14 ± 0.24
LR 98.00 ± 0.22 99.98 ± 0.01 96.03 ± 0.45 97.92 ± 0.23

LDA 70.29 ± 0.69 65.85 ± 0.71 86.46 ± 0.10 74.32 ± 0.67
SGD 96.00 ± 0.36 99.98 ± 0.01 95.34 ± 0.33 95.02 ± 0.49

InceptionV3
+

DenseNet201

SVM 98.86 ± 0.19 99.98 ± 0.01 97.74 ± 0.43 98.67 ± 0.22
LR 99.14 ± 0.18 99.98 ± 0.01 98.44 ± 0.32 99.19 ± 0.17

LDA 67.71 ± 0.66 64.20 ± 0.99 83.30 ± 0.97 72.01 ± 0.81
SGD 97.71 ± 0.21 99.98 ± 0.01 95.22 ± 0.52 97.96 ± 0.33

Note: The bold number refer to the best value.

According to the results generated based on the DenseNet201 method, LR has out-
performed other classifiers, where it has achieved 99.14% of accuracy, 99.98% of precision,
98.00% of recall, and predicted 1.06% of the dataset, incorrectly, with 98.94% of f1-score. As
shown in Figure 9, the remaining classifiers have achieved less performance with 98.57%,
94.29%, and 71.43% accuracy levels for SVM, SGD, and LDA, respectively. A remarkable
difference was shown between LR and remain classifiers based on the ability to identify
Alzheimer’s disease instances.
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However, SVM with InceptionV3 features has achieved the highest results in compari-
son with other classifiers, where it has obtained 98.29% of accuracy, 99.98% of precision,
96.47% of recall, and predicted 1.86% of the dataset, incorrectly, with 98.14% of F1-score.
The remaining classifiers had achieved less performance with 98.00%, 96.00%, and 70.29%
accuracy levels for LR, SGD, and LDA, respectively. As shown in Figure 10, a remarkable
difference was shown between SVM and remain classifiers based on the ability to identify
Alzheimer’s disease instances. Regardless of the high score of sensitivity of the Dense201
model, the InceptionV3 model has achieved higher performance based on the remaining
metrics values.
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Finally, the proposed model in this research has achieved the best performance in
comparison with both previous models. According to the results in Table 5, the LR classifier
has achieved the best results in comparison with other classifiers, where it has obtained
99.14% of accuracy, 99.98% of precision, 98.44% of recall, and predicted 0.81% of the
dataset, incorrectly, with 99.17% of f1-score. The remaining classifiers had achieved less
performance with 98.86%, 97.71%, and 67.71% accuracy levels for SVM, SGD, and LDA,
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respectively. As shown in Figure 11, the same remarkable difference was shown between
LR and remain classifiers based on the ability to identify Alzheimer’s disease instances.
Regardless of the high score of sensitivity of the Dense201 model, the proposed model of
InceptionV3 and Dense201 has achieved the highest performance based on the remaining
metrics values.
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Consequently, we can see that LR achieved higher results in comparison with the
remaining classifiers remarkably. Regardless of the high score of specificity and precision of
the InceptionV3 model, the proposed model could tradeoff between the whole metrics and
benefit from the features of both models, in which it has achieved the highest performance.

The evaluation of classifiers showed that the features that were extracted using In-
ceptionV3 were more powerful than features extracted using DenseNet201, as LR has
performed better with an increase of 0.85% of accuracy level and 0.80% of the correct
predicted form the whole instances. Regardless, we believe in our proposed model that In-
ceptionV3 and DenseNet201 generate different features, and these features can be combined
to enhance the classification task. According to the results of the third experiment, it has
shown that our proposed model outperformed other models, as LR has performed better
than the first experiment with an increase of 0.85% of accuracy level and 1.05% of the correct
predicted form the whole instances. Moreover, it has performed better than the second
experiment with an increase of 0.25% of the correct predicted form the whole instances.

4.3. Comparison with Previous Works

In comparison with the previous works, this proposed methodology has achieved
accurate and effective results through utilizing scans of few participants and considered
as the first research that leans on cerebral blood flow biomarkers for Alzheimer’s disease
based on DSA scans, which can help the radiologists find the appropriate treatment plan
for the eradication of Alzheimer’s disease.

According to the data in Table 6, which represents a comparison between our proposed
research and the previous research, our research considered as the first research that utilized
cerebral blood flow biomarker from DSA scans for Alzheimer’s disease detection. Moreover,
it has outperformed the previous works [52–57,60,61,63–67] in terms of accuracy with a
96.7% score. To guarantee a fair comparison, the researchers in [61,65,66] have utilized 3D
an 4D scans in their methodologies, while our proposed methodology utilized 2D scans
of distinct modality. Additionally, the researchers in [63] utilized two databases and train
their model on about thousand samples, while our proposed model has trained on few
numbers of samples, and it has obtained efficient results.
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Table 6. Comparison between previous works and the proposed method.

Study Modality Feature Extraction Method Classifier AD NC ACC.

Lebedev et al. [52] Structural MRI Surface-based registration Random Forest 185 225 90.30
Zhang and Wang [53] 3D-MRI Displacement Field Twin SVM 28 98 92.70

Beheshti et al. [54] Structural MRI Voxel-based feature extraction SVM 130 130 92.40
Zhang et al. [55] Structural MRI Bag-of-words SVM 154 207 88.30

Zeng et al. [56] MRI Anatomical Labeling SDPSO-SVM-
PCA 92 82 71.20

Koh et al. [57] MRI BE Mode Decomposition SVM-Poly-1 55 110 93.90
Liu et al. [60] 3D-FDG-PET 2D-CNN and BGRU Softmax 93 100 91.20
Ge et al. [61] 3D-MRI 3D-mutliscale-CNN XGBoost 198 139 98.20

Basaia et al. [6] MRI CNN LR 542 457 98.00
Pan et al. [64] MRI 2D-CNN Ensemble 137 162 84.00
Feng et al. [65] 3D-MRI 3D-CNN SVM 153 159 99.10

Li et al. [66] 4D-MRI 3D-CNN and LSTM Softmax 116 174 97.30
Liu et al. [67] MRI GoogleNet Softmax 30 332 93.00

Proposed Research DSA InceptionV3 + DenseNet201 LR 13 27 99.14

Finally, based on the comparison with the previous works, this research achieved
accurate and effective results through utilizing scans of a few participants and considered
as the first research that leans on cerebral blood flow biomarker for Alzheimer’s disease
based on DSA scans, which can help the radiologists find the appropriate treatment plan
for eradication of Alzheimer’s disease. Finally, the proposed approach of this research
considered state-of-the-art for the early diagnosis of Alzheimer’s disease using cerebral
blood flow biomarkers from DSA scans.

5. Conclusions and Future Work

Alzheimer’s disease is hard to be cured, and it afflicts the patient for the rest of their
life. Lately, it has been found that the number of people suffering from Alzheimer’s
disease is increasing. The early diagnosis of Alzheimer’s disease is important to avoid
the deterioration of the patient situation. In this paper, a novel approach was devised
based on a DSA scan that showed the features of a new biomarker cerebral blood flow. The
used dataset was acquired from the database of K.A.U.H hospital and contains digitally
subtracted angiograms of participants who were diagnosed with Alzheimer’s disease,
besides samples of normal controls. Since each scan included multiple frames for the left
and right ICA’s, pre-processing steps were applied to make the dataset prepared for the next
stages of feature extraction and classification. The multiple frames of scans transformed
from real space into DCT space and averaged to remove noises. Then, the averaged image
was transformed back to the real space, and both sides were filtered with Meijering and
concatenated in a single image. The proposed model extracted the features using different
pre-trained models: InceptionV3 and DenseNet201. Then, the PCA method was utilized to
select the features with 0.99, explained variance ratio, where the combination of selected
features from both pre-trained models were fed into machine learning classifiers. Overall,
the obtained experimental results were at least as good as other state-of-the-art approaches
in the literature and more efficient according to the recent medical standards with a 99.14%
level of accuracy, considering the difference in dataset samples and the used cerebral
blood flow biomarker. Considering the limited quantity of the available DSA scans for
patients who have been diagnosed with Alzheimer’s disease, we assume that the new
biomarker of cerebral blood flow can be further extracted with more samples that may
have a smaller variance.

As for future work, we aim to collect more samples, in which we can design new
CNN architecture that generates more accurate results besides conducting segmentation
experiments to assist the treatment plan of radiologists.
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