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Abstract: Machine learning has traditionally been solely performed on servers and high-performance
machines. However, advances in chip technology have given us miniature libraries that fit in our
pockets and mobile processors have vastly increased in capability narrowing the vast gap between the
simple processors embedded in such things and their more complex cousins in personal computers.
Thus, with the current advancement in these devices, in terms of processing power, energy storage
and memory capacity, the opportunity has arisen to extract great value in having on-device machine
learning for Internet of Things (IoT) devices. Implementing machine learning inference on edge
devices has huge potential and is still in its early stages. However, it is already more powerful than
most realise. In this paper, a step forward has been taken to understand the feasibility of running
machine learning algorithms, both training and inference, on a Raspberry Pi, an embedded version
of the Android operating system designed for IoT device development. Three different algorithms:
Random Forests, Support Vector Machine (SVM) and Multi-Layer Perceptron, respectively, have
been tested using ten diverse data sets on the Raspberry Pi to profile their performance in terms of
speed (training and inference), accuracy, and power consumption. As a result of the conducted tests,
the SVM algorithm proved to be slightly faster in inference and more efficient in power consumption,
but the Random Forest algorithm exhibited the highest accuracy. In addition to the performance
results, we will discuss their usability scenarios and the idea of implementing more complex and
taxing algorithms such as Deep Learning on these small devices in more details.

Keywords: machine learning; edge computing; Internet of Things; IoT

1. Introduction

The Internet of Things (IoT) is rapidly changing the world from the way we drive to how we
make purchases and even how we get energy for our homes [1]. The sophisticated sensors and chips
are embedded in the physical things that surround us, each transmitting valuable data which lets us
understand how these things work and work together [2]. In other words, machines are embedded
with sensors that can relay data to each other with no human involvement. Essentially, it means all
sorts of everyday items are connected to the Internet, which could potentially transform the way
we live.

Another reason that gives IoT its current importance and makes its use ubiquitous throughout all
industries is the fact that big businesses are already investing billions into the emerging technology.
In 2008, there were officially more devices connected to the Internet than there were human beings,
and by 2020 that number is expected to reach 50 billion [3].

In like manner, if corporations and policy-makers get it right, linking the digital and physical
worlds could generate up to $11.1 trillion a year in economic value by 2025 [4]. Thus, firms will further
invest in IoT to optimise distribution costs, redesign factory work-flows and improve tracking of
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materials. For instance, both UPS (Multinational package delivery, Atlanta, USA) and John Deere
(Manufacturer of agricultural, construction, and forestry machinery, Moline, USA) are already using
IoT-enabled fleet tracking technologies to improve supply efficiency and cut operating costs [5].

Moreover, it has now become easier to digitise certain functions and key capabilities of
industrial-age products, thanks to advances in microprocessor technologies, increasingly efficient
power management, reliable memory, and broadband communication [6]. In addition, as stated
above, IoT solutions typically combine information technology (IT) with physical things in the form
of software and hardware. As a result, the primary thing-based physical functions of a thing can be
augmented with further IT-based digital services, which can be accessed not only on a local basis but
at a global level [7]. For example, the primary function of a light bulb is to provide light. If it was,
however, enriched with IoT technology, it could also sense human presence and serve as a low-cost
security system. Likewise, together with other energy consuming appliances in the house, it may be
connected to a central unit or application for energy consumption detection and optimisation [8].

Thereafter, data extracted from IoT must be exploited using some sort of process. For that,
traditional data analysis has been reliable so far at explaining data. Reports or models of what
happened in the past or of what is happening today can be generated, pulling useful insights to apply
to the organisation. Data analytics helps quantify and track goals, enable smarter decision making,
and later provide the means for measuring success over time. On the contrary, data models that are
typical of traditional data analytics are often static and of limited use in addressing fast-changing
and unstructured data. When it comes to IoT, it is often compulsory to identify correlations between
masses of sensor inputs and external factors that are, continuously and in real time, producing millions
of data points.

In traditional data analysis a model woul be built on past data and expert opinion to establish
a relationship between the variables. However, machine learning starts with the outcome variables
(e.g., saving energy) and then automatically utilising predictor variables and their interactions.
An eminent example is Google’s recent application of machine learning on their data center cooling
technology to maintain environmental conditions suitable for their servers operation. With the goal of
increasing energy efficiency, Google applied machine learning and cut its overall energy consumption
by 15%. This represents hundreds of millions of dollars in savings for Google in the coming years.

Predictive capabilities are extremely useful in an industrial setting. By drawing data from multiple
sensors in or on machines, machine learning algorithms can “learn” what’s typical and abnormal
behaviour for a machine, sense soil moisture and nutrients in agriculture, manage smart homes, power
wearables, revolutionise healthcare, and so on. The billions of sensors and devices that will continue to
be connected to the Internet in the upcoming years will produce exponentially more data. This gigantic
increase in data will steer great improvements in machine learning, unlocking countless opportunities
for us to reap the benefits.

The objective of this research is to answer the following questions:

(a) How could machine learning algorithms be applied to IoT smart data?
(b) Is it feasible to run machine learning algorithms on IoT?
(c) What measures could be taken to enhance the execution of these algorithms on IoT devices?
(d) What would be the next step forward in applying machine learning to IoT smart data?

There are different types of IoT devices and each type depends on the application it is designed
for. For example, automating and control of home devices or industry tasks. These devices vary in
their processing capability, memory and energy requirement. One of the key platforms for IoT is
the Raspberry Pi. This is a popular platform because it is reasonably cheap, and it offers a complete
Linux server in a tiny device. We use Raspberry Pi because it is easy to connect various sensors into
the device to run machine learning for prediction and classification. The scope of this paper is to
understand how these devices can cope when running different types of machine learning algorithms.
This will help us to quantify the processing power and the energy required to run various algorithm to
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learn if these devices can survive on batteries when deployed in a remote location, and whether the
algorithms can be performed in a reasonable time with reasonable accuracy.

To comprehend which algorithms are more suitable for processing the generated data from the
IoT, visualising the following three concepts is essential. First, the IoT applications, second, the IoT data
characteristics, and, third, the data-driven vision of machine learning algorithms. Then, we discuss
the issues.

The research will use data sets that contain real data extracted from applications that would
enjoy the leverage which IoT and machine learning could bring. These data sets range across various
fields that include air quality and forest fires detection to autism screening and breast cancer exposure,
where imminent response with utmost accuracy is critical. Therefore, for the applications’ reliability,
the selected algorithms must perform with acceptable accuracy levels and do so in a short time without
consuming excessive amount of energy.

Having reviewed the state of the art about how IoT data is analysed, many noteworthy and
insightful findings have been revealed regarding data characteristics. To have a profound insight into
IoT smart data, patterns must be extracted, and the generated data to be understood. This will allow
for obtaining the right accuracy score, enabling the IoT device to respond to events and consequently
affecting IoT decision-making or controls. Moreover, to improve IoT speed and power consumption,
computationally expensive processes of the machine learning algorithms can be isolated, and possibly
executed on powerful machines e.g., the cloud, leaving only the necessary parts to run on the less
capable lightweight IoT devices.

Assuming that positive results have been obtained through this research, more complex and
demanding algorithms could be deployed and tested on these same devices to further test their
capabilities, and find out about the opportunities this may offer. Thereafter, algorithms such as Deep
Learning would extend the range of issues that can be tackled using IoT.

The rest of this paper is organised as follows. Related work in the area of edge analytics
is discussed in Section 2. The machine learning methods used in this experimental profiling are
discussed in Section 3. The chosen data sets are presented along with the experimental work in Section
4. The obtained results and observations from the experiments are viewed in Section 5, and the
conclusions together with future research directions and open issues are presented in Sections 6 and 7,
respectively.

2. Related Work

Realising the potential of handheld devices to run machine learning algorithms has been explored
in the early years of the new century by Kargupta et al. [9,10] and Gaber et al. [11–13]. The work
has provided evidence of the potential of edge analytics, even before the era of smartphones and
tablet computers.

Distribution of machine learning methods running on smartphones, with the rise of Internet
of Things, has been studied thoroughly in the area of Pocket Data Mining [14]. It is now evident
that edge devices are complementary to cloud computing to scale out machine learning systems.
Furthermore, the deployment of deep learning methods is a rising research area with compression of
deep learning models through pruning and quantisation [15]. The other approach is to directly train
small networks with the aim of decreasing latency. MobileNets models from Google is an exemplar in
this approach [16]. Advances in this area will ultimately lead to a wide deployment of deep learning
models at the edge to reduce latency. Shallower deep learning models and traditional shallow learning
models can be viable options for edge devices, especially those with resource constraints.

In this work, we focus on profiling the performance of notably successful shallow learning
methods. The choice of the methods was based on accuracy profiling of machine learning algorithms
over a large number of data sets [17].
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3. Machine Learning Methods

The aim is to deploy powerful Machine Learning algorithms (ML) on the IoT devices to
accommodate solutions for various setbacks that the IoT devices can overcome with the right tools as
the research targets to equip IoT devices with the best possible instruments, so they can tackle current
and future real-world difficulties. Less powerful techniques such as linear regression and decision
trees have already been implemented on IoT [18] and will not be considered. The goal is to stress the
devices to the furthest extent, acquire utmost usage and extend their benefit in their fields of use.

In the early stages of this research, Logistic Regression and K-Nearest Neighbour algorithm had
been implemented and tested with classification data set. Later, when ten data sets of two types (one
half classification and the other regression) and with different use cases were selected for testing,
LR and KNN were dropped as they could only be used for classification problems.

The remaining algorithms that were implemented and used in all conducted tests. These are
Multi-Layer Perceptron, Support Vector Machine and Random Forests.

3.1. Multi-Layer Perceptron

Deep Learning and Neural networks are one of the hottest topics right now. Large corporations
and young startups alike are gold-rushing into this state-of-the-art field. Artificial neural networks
(ANNs) are currently driving some of the most ingenious inventions of the century, for the reasons
mentioned in [19]. ANNs are the artificial representation of the working nervous system. They are
an interconnected web of nodes, which are called neurons, that are connected with edges typically
have a weight that adjusts as learning continues (See Figure 1).

Figure 1. Visual Representation of an Artificial Neural Network.

ANNs are analytical algorithms that are widely used in the recognition and classification of
patterns. They are being used effectively, under many different architectures, to undertake specific
tasks—for example: forecasting, clustering, pattern recognition, decision making and management,
data compression and approximation [20]. Thus, since ANNs are vital at numerous real-world
applications, they could not be left out of this research. The ANN algorithm will be used for the testing
phase as they can be developed using multiple different training algorithms, and they require less
formal statistical training to develop. In addition, ANNs can detect nonlinear relationships between
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dependent and independent variables and possess the ability to detect all possible interactions between
predicator variables [21].

One of the biggest disadvantages of Artificial Neural Networks is their “black box” nature, which
explicitly gives limited ability to identify possible casual relationships [22]. However, this will not
affect this search, as the research’s sole purpose is to test and benchmark the devices’ capabilities rather
than understand the metamorphosis of data while training. Another issue that ANNs bring along is
that they require greater computational resources compared to more traditional ML algorithms [23].
The research will attempt to use this hindrance as a tool to discover the devices’ furthest limits in terms
of training time, computational power, storage capability and battery life.

The implementation of the ANN algorithm will resemble overclocking computer hardware for
better performance using the same exact pieces. To begin with, a shallow neural network will be
used. Incrementally, newer neurons and then new layers will be added to underpinning the algorithm
performance, all the while watching how these incremental changes affect the performance of the IoT
devices. Using the test data, the algorithm will be settled at the threshold where the best performance
meets the best possible accuracy.

Artificial Neurons are the heart of a neural network. The neuron of a neural network is
an activation node. The activation node takes the input from the presidency nodes, applies the
learning parameters to the weighted sum and then passes that sum to an activation function that
computes the composite prediction or probabilities. This is known as a perceptron which simply takes
multiple inputs and produces one output. Therefore, the predictions are progressively processed until
the final output is generated [24].

3.1.1. Random Forest

Random Forest (RF) is an easy to use and flexible machine learning algorithm. It is known
to achieve high accuracy results, even without hyper-parameter tuning [25]. It was a primary
consideration of the research because of its simplicity, and the fact that it can be used for both
classification and regression problems.

Random Forest is a supervised learning algorithm, and, as the name suggests, it creates a forest
and makes it in some way random. The “forest” is constructed from an assembly of Decision Trees,
mostly trained with the “bagging” method. RF grows multiple trees as opposed to a single tree in
court model to classify a new object based on attributes each tree gives. The classification is achieved
by having the most votes overall in the forest, and in the case of regression, it takes the average of the
outputs generated by different trees [26] (See Figure 2).

Figure 2. Random forest simplified representation.
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Random Forest was picked here because it can be used for both classification and regression tasks
and will not overfit the model. In addition, it can handle large data sets with higher dimensionality [25].

A major disadvantage of Random Forests is their complexity. They are less intuitive and are much
harder and time-consuming to be built in comparison with decision trees. However, on the bright side,
a single decision tree tends to overfit the data, while RF’s process of averaging or joining the results
of different decision trees aids to overcome the problem of overfitting. Moreover, they are extremely
flexible and tend to offer high accuracy outputs [26].

3.2. Support Vector Machine

The final algorithm is another powerful and widely used learning algorithm, the Support
Vector Machine (SVM). SVM looks at the extremes of the data sets and draws a decision boundary,
also known as a hyperplane, near the extreme points in the dataset. Essentially, the SVM algorithm is
a frontier which best segregates the two classes [27]. SVM can be considered as an extension of the
perceptron. However, the perceptron algorithm minimises misclassification errors, whereas, in SVMs,
the optimization objective is to maximize the margin (see Figure 3).

Figure 3. Demonstration of Support Vector Machine (SVM).

SVMs work with linearly separable datasets; hence, if the dataset is not linearly separable, it is
transformed into a higher dimensional space, so the maximum-margin can be plotted [28]. The problem
with transformation into higher dimensional feature space is that it is computationally expensive.
This issue can be avoided by using a “kernel trick” to reduce the computational cost: a function
that takes inputs as vectors in the original space and returns the dot product of the vectors in the
feature space. This is called a kernel function, also referred to as the kernel trick. Using a kernel
function, we can apply the dot product between two vectors so that every point is mapped into a high
dimensional space via some transformation [29]. A drawback of SVM is that it does not directly provide
probability estimates. On the other hand, SVM is versatile in specifying decision functions using
different Kernels. It is also effective and memory efficient in high dimensional spaces. They provide
high precision, making them applicable to datasets with a large number of features. Accordingly,
they are highly used in studying the air quality in urban areas of cities, image interpolation, as well as
medical classification [30].

4. Experimental Study

4.1. Data Sets

As the aim of this research is to test the capabilities of current IoT devices, they can be deployed
in various sectors to aid and improve real-world operations. Each of the chosen data sets are real
data collected by various recent research/study. For further information about the data type, size and
source, check the Table 1 below.
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The selected ten data sets [31] are divided into two categories, and these are classification data sets
and regression data sets. All data sets are different from each other except for one: “Energy Efficiency”,
as this is being used both for classification and regression.

4.1.1. Regression Data Sets

1. Air Quality Data Set—The data set contains hourly response averages coming from a gas
multi-sensor device deployed on the field in an Italian city. The goal is to estimate benzene levels in an
urban pollution monitoring scenario.

2. Concrete Compressive Strength Data Set—The objective here is to use age and ingredients
(cement, ash, water, etc.) found in the data set to determine the concrete material’s strength.

3. Energy efficiency Data Set—The data set contains eight features of energy analysis of
12 buildings. The aim is to visualize and assess the performance of heating and cooling operations of
houses.

4. Individual household electric power consumption Data Set—The data set is comprised of
one-minute sampling rate measurements of electric power consumption of a household over four
years. This data set will be used to detect bizarre usage patterns of the household.

5. Yacht Hydrodynamics Data Set—Data set containing dimensions and velocity of yachts for
evaluating the ships performance and for estimating the required propulsive power.

4.1.2. Classification Data Sets

1. Autism Screening Adult Data Set—Data on autistic spectrum disorder screening of adults.
It will be used to determine the state of a patient in the clinic for early diagnosis.

2. Breast Cancer Data Set—The data set contains instances described by nine attributes, some
of which are linear, and some are nominal, and will be used to classify the type of cancer for a given
patience at the spot.

3. Energy efficiency Data Set—The data set contains eight features of energy analysis of
12 buildings. The aim is to visualize and assess the performance of heating and cooling operations of
houses.

4. Glass Identification Data Set—Data set that consists of six types of glass, defined in terms
of their oxide content (i.e., Na, Fe, K, etc). It will be used to predict the types of glass motivated by
criminology investigation.

5. Leaf Data Set—The data set contains shape and texture features extracted from 40 different
plant leaf specimens. It will aid in the classification purposes of new species on the field.

The characteristics of all data sets are shown in Table 1.

Table 1. Number of instances and attributes for each data set used to test classification and regression.

Data Set Name Category No. of Instances No. of Attributes

Air quality Regression 9358 15
Concrete compressive strength Regression 1030 9

Energy efficiency Regression 768 8
Indidual household electric power consumption Regression 2,075,259 9

Yacht hydrodynamics Regression 308 7
Autism screening adult Classification 704 21

Breast cancer Classification 286 9
Energy efficiency Classification 768 8

Glass identification Classification 214 10
Leaf Classification 340 16

4.2. Machine Learning Algorithms

The aim is to deploy the powerful ML algorithms on the IoT devices to accommodate solutions
for various setbacks that the IoT devices can overcome with the right tools. The research targets



Big Data Cogn. Comput. 2018, 2, 26 8 of 17

IoT devices equipped with the best possible instruments, so they can tackle current and future
real-world difficulties.

Likewise, less powerful techniques such as linear regression and decision trees have already been
implemented on IoT [18]. Hence, the goal is to stress the devices to the furthest extent, acquire utmost
usage and extend their benefit in their fields of use.

4.3. Test Computer, IoT Device and Software

We ran the experiments on a PC with typical specification. It has an Intel Core i7-6700HQ (Intel
Corporation, California, USA), which is a quad-core processor based on the Skylake architecture that
was introduced in September 2015. It is a ubiquitous CPU running on most of the current personal
computers, which makes it an ideal choice to develop the algorithms on. For the IoT device, Raspberry
Pi 3 model B was chosen for the experiment. This is the latest version of Raspberry Pi available on
the market today, which is a cheap, functional, bare metal platform ideal for the research. It is small,
and has a Quad Core 1.2 Ghz at disposal with 1 GB of RAM and onboard connectivity through wireless
LAN and Bluetooth. The Figure 4 shows the Raspberry Pi 3.

Figure 4. Raspberry Pi 3 model B was used for the experiment.

Anaconda platform was selected since it is one of the most popular Python data science platforms.
Out of the box, it contains lead open source projects like NumPy and SciPy.

4.4. Measurement Tools

4.4.1. Accuracy

For classification, the ‘accuracy score’ metric from scikit-learn will be used. This uses two variables
total and count, which are used to calculate the frequency at which predictions match the labels.
This function simply divides the total by the count [32]:

accuracy =
y_predicted

y_true
. (1)

For regression, the ‘R2’ (coefficient of determination) function metric will be used. It is defined as
(1− u/v), where ‘u’ is the residual sum of squares and ‘v’ is the total sum of squares. The best possible
score is 1.0 [32]:

R2 = 1 − u
v

, (2)
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u = ∑(ytrue − ypred)
2 and v = ∑(ytrue − µpred)

2

4.4.2. Speed

As a basic measurement and to retain consistency, the speed of all algorithms will be measured in
seconds. This will be measured using the time module from python.

On the Raspberry Pi that runs Linux, the Python module returns the current processor time as
a floating point number expressed in seconds. The precision, and, in fact, the very definition of the
meaning of “processor time” depends on that of the C function of the same name, but, in any case,
this is the function to use for benchmarking Python or timing algorithms [33].

On the PC that runs Windows, this function returns wall-clock seconds elapsed since the first call to
this function, as a floating point number, and based on the Win32 function QueryPerformanceCounter,
the resolution is typically better than one microsecond [33].

In order calculate the common speed measurements with confidence, we ran each algorithm
20 times with the same data set, and then we calculated the average time which is reported in the
results section of this article.

4.4.3. Power Consumption

The power consumption will be measured using the Muker USB multimeter (M. way USB
Multimet Po, China). It is a small yet powerful device that provides all the information required for
this use case and much more: Current (A), Voltage (V), Energy (Wh), Resistance (Ω), Capacity (mAh)
and Power (W) going from the socket to the device that is charging from it in real time. It also shows
the Cumulative time (Seconds), Internal Temperature (◦C) of the device. Figure 5 depicts the Muker
USB multimeter device whilst in operation.

Figure 5. The Muker USB multimeter which was used to measure the energy consumption of running
MLs algorithms on the Raspberry Pi 3.

The power consumption of the IoT device for a given time while running the algorithm will be
monitored. This is achieved by measuring the algorithm’s excess usage of power in comparison to
when the device runs in idle mode. This is calculated as amps per second. Then, this will be fed into
another equation, resulting in its power usage over a specific time, which is measured in joules:

J = W × s, where W = V × A, (3)

J = joules, W = watts, s = seconds, V = volts, A = amps. (4)
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In addition, in this case V = 5, as that is the electric potential difference of the charger used.

4.5. Implementation

The aim here was to use the time efficiently and develop the models swiftly as it involved three
different models to be implemented, which would later be individually customised according to the
ten data sets.

4.5.1. Models

At a glance, building a good machine learning model is no different than building any other
product: starting with ideation, where the problem being tackled is investigated and some potential
approaches are considered. Once a clear direction is identified, a prototype solution is formed. Later,
this prototype get tested to check if it meets the requirements. The process can be broken down to
these four stages:

Ideation: Align on the main problem to solve, and consider the possible data inputs for
the solution.

Data preparation: Select and gather the data in a suitable format for the model to process and
learn from.

Prototyping and testing: Build a model to solve the problem, test the performance and iterate
until achieving satisfactory results.

Productisation: Stabilise and scale the model for all data sets to produce useful outputs in the
testing environment.

Thus, the initial goal was to build the models and have them working with at least one of the data
sets. This way, they would be ready for tuning, and so the testing phase would commence sooner.

Scikit-learn library will be used to build the three models.

• For Multi-Layer Perceptron ‘MLPClassifier’ is used for classification and ‘MLPRegressor’
for regression;

• For Support Vector Machine ‘svm’ and ‘SVR’ are used;
• and, finally, for Random Forest, ‘RandomForestClassifier’ and ‘RandomForestRegressor’ are used.

4.5.2. Pre-Processing and Tuning

The goal of this phase is to transform the data into a form that can be plugged as input into the
built models and then tune the models to achieve utmost performance.

Data cleansing is a valuable process that can help save time and increase efficiency [34]. It is
done by spotting and rectifying inaccurate or corrupt data from the data set. Furthermore, in this case,
the null values of certain features found in the data sets were deleted as they were not in abundance
and plentiful of data was left to be iterated on.

To further cleanse the data, feature selection techniques will be used to identify and remove
redundant and irrelevant data without causing dramatic loss of data [35]. This is also useful on
multiple fronts as it can reduce overall training times. Moreover, it can potentially minimise overfitting
and increasing generalisability [36]. Hence, after thorough reading of the research papers that each
data set used, several features that had very little impact were dropped. A good example for this is
‘Autism Adult Screening’ data set where features like the individual answers to particular questions
were dropped, as the sum of the remaining of the questions was sufficient to make a decision.

Because some of the selected data sets are too large, which is time-consuming to process,
and usually requires high computational power, the sampling technique was used on some data sets to
select a sample from the data while maintaining accurate representation of the entire population [37].
For example, the ‘Individual household electric power consumption’ data set contained over two
million entries and running through it on the Raspberry Pi would have been unfeasible. Therefore,
in such data sets, data was hourly sampled into average and total power consumed. This sampling
method reduced the number of entries to around ten thousand entries.
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Tuning

Open-source packages like scikit-learn enable the use of powerful ML tools quickly and easily, but
tuning these models is often a non-intuitive, time-consuming process. The tuneable hyperparameters
of these models themselves can greatly influence their accuracy [38].

Accordingly, grid search was used to tune the three models on each data set. The same
accuracy parameters (accuracy and R2) were used as the performance metrics and it was measured
by cross-validation on the data sets. For MLP, three of the hidden layers of size varying from 3 to
90 together with three solvers (lbfgs, sgd and adam) and four activation functions (identity, logistic,
tanh, relu) were fed in the grid search to find the best hyper-parameters. For SVM, the following
hyper-parameters were modified with grid search: C, coef0, degree, epsilon, kernel and tol. Lastly, for
RF, only the number of trees ranging from 100 to 200 trees was fed into the tuning algorithm.

Consequently, with the modified hyper-parameters, an overall accuracy score of over 85% was
achieved throughout the three models on all data sets.

Script Separation

Throughout the implementation process mentioned above, the code was broken down and
separated into different scripts (files). This allowed concentrating into one problem at a time,
and negated the single point of failure while debugging.

Therefore, pre-processing, tuning, saving the model through pickling and extracting the model
using unpickling (more on this in the next subsection) has been separated into different scripts in
the folder.

Pickling and Inference

Pickling (and unpickling) also known as “serialization” is a Python module that implements
binary protocols for serializing and de-serializing an object structure [39]. Thus, using pickling,
the finalised models were converted into binary files on the PC, which were then uploaded to the
Raspberry Pi. On the Pi, they were unpickled and later used for inference for the testing phase.

5. Experimental Results

5.1. Testing

The testing phase stands as the main focal-point of the research where the capabilities of the IoT
device (Raspberry Pi) will be measured and evaluated. Each of the three models will be tested on all
data sets ten times, obtaining a reliable mean as the result. On each run, the accuracy of the model
on the data set and the average execution time will be recorded on both devices. While excess power
consumption per second and total power consumption throughout the execution time will only be
recorded on the Raspberry Pi. This will consist of three stages.

The models run from scratch on the PC to test training and inference, measuring their accuracy
and execution time. Training will be tested by running the complete model from start. This will give
us a baseline to compare with and distinguish the difference of running the same algorithm on the
smaller IoT device.

The models have been designed to run on the Raspberry Pi to test training and inference,
measuring accuracy and execution time plus energy consumption. As mentioned in Section 4.4.3,
their excess power usage (shown below) and the total power usage through the duration of
the algorithm.

Algorithm’s Excess Usage = Total Power consumption of RasPi − Idle power consumption of RasPi.

The inference will be tested on the IoT device inference by unpickling the earlier uploaded binary
files with the models already trained. This test will resemble the real-life use case of the device where
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it would collect data on the field and give a response by inference quickly, and without consuming
excessive amount of power. This experiment will be conducted by running the ML algorithm on
a selected random section/sample of 100 instances from the data set. Thus, to the execution time of
inference on a single instance:

Single Instance Inference = Execution time (100 instances)/100.

5.2. Evaluation

Figures 6 and 7 depict the training times required by the computer and Raspberry Pi. As expected,
the PC, running an i7 with a clock speed that is double the speed of the processor found in the IoT
device, outperformed its smaller counterpart by a great amount.

Figure 6. Random Forest-Execution Time-Raspberry Pi vs. PC.

Figure 7. Random Forest-Execution Time-Raspberry vs. PC.

Figure 8 demonstrated that running only inference on the small IoT device is feasible as the
average run time per instance is 0.05 s. The graph shows the run time for training and inference of
the three different algorithms on the IoT device. It is apparent that algorithms such as SVM required
a huge amount of time for training the algorithms to optimise the separating hyperplane to Multi-Layer
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Perception and Random Forest. Interestingly, the time required for the inference is almost identical
among all algorithms subject for this experiment.

Figure 8. Algorithm training and inference speed comparison.

Figure 9 displays the overall accuracy of the three models on classification and regression data
sets. SVM proved to be better at classification problems, while MLP showed a better performance for
regression in this case. However, on the other hand, RF outperformed both algorithms in classification
and regression problems.

Figure 9. Algorithm accuracy comparison.

Figure 10 depicts the measurement of the operating electrical current running through the
Raspberry Pi when running Multi-layer perception, Random Forest or SVM algorithms. The used
Muker USB multimeter measure this amps per second. The algorithms’ excess power consumption
adds to the statement made earlier about the feasibility of running inference on the IoT device.
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Their consumption is less than 15 amps per second, which is very feasible. Other tests were conducted
where the power consumption was measured whilst browsing the web, watching videos or playing
games, and all proved to consume at least 18 amps or more.

Figure 10. Algorithm energy consumption comparison.

Figure 11 displays the total energy consumption, which was calculated as discussed in
Section 4.4.3. This is the total energy consumed by the Raspberry Pi by running the machine learning
algorithms when training and inference on all the data sets. This is measured in Joules which is a unit
of energy needed to move one ampere through one ohm of resistance for one second. In training,
due to the time it takes, SVM has the biggest consumption by an extensive margin. Here again RF
proved to be the best option as it surpasses its rival algorithms both in training and inference.

Figure 11. Algorithm total energy consumption comparison.
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6. Discussion

Looking into the results, Random Forest is the overall winner in all categories. It is quick to train,
versatile, provides a pretty good indicator of feature importance and it is an excellent benchmark model.

However, those concerned with fast inference can still consider the Support Vector Machine and
the Multi-layer Perception. Although, their training is long, the inference is still fast and very close
to the one of the Random Forest. In these cases, we suggest a hybrid approach where training takes
place on a high performance computer to minimise the the time required for training. From the results,
it is apparent that SVM and MLP are best to run on lightweight IoT devices, but at the cost of having
slightly lower accuracy (8–14%).

These tests and results can also be considered as a starting guide for those looking to deploy
machine learning models on IoT edge devices and are not sure which ML algorithms to choose.
In addition, all information regarding the software and hardware is given, so the tests can be replicated
with ease.

7. Conclusions

In the paper, the feasibility of running a number of ubiquitous machine learning algorithms on an
IoT edge device was questioned. As a result of the conducted tests, comparing performances of all
three algorithms namely Multi-layer perception, Random Forest and SVM algorithms, the Random
Forest algorithm proved to be slightly faster in speed and widely better in accuracy. However, looking
at the research from a wider perspective, all of the algorithms’ accuracy exceeded 80%, the time
required to run them for inference was below one millisecond and they all had moderately low energy
consumption.

Hence, the conducted research proves that running the state-of-the-art machine learning
algorithms is feasible to be run on edge IoT devices for all purposes.

As a recommendation, the idea of implementing more complex and taxing algorithms such as
Deep Learning, using platforms like TensorFlow, on these small devices would be the next step in
revealing their power in more detail. Work on deployment of pruned deep learning models in recent
research looks promising.

Nevertheless, the future of IoT seems much more fascinating as billions of things will be
communicating to each other and human intervention will become least. IoT will bring a macro
shift in the way we live and work.
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