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Abstract: The increasing availability of educational data provides the educational researcher with
numerous opportunities to use analytics to extract useful knowledge to enhance teaching and
learning. While learning analytics focuses on the collection and analysis of data about students
and their learning contexts, teaching analytics focuses on the analysis of the design of the teaching
environment and the quality of learning activities provided to students. In this article, we propose a
data science approach that incorporates the analysis and delivery of data-driven solution to explore
the role of teaching analytics, without compromising issues of privacy, by creating pseudocode that
simulates data to help develop test cases of teaching activities. The outcome of this approach is
intended to inform the development of a teaching outcome model (TOM), that can be used to inspire
and inspect quality of teaching. The simulated approach reported in the research was accomplished
through Splunk. Splunk is a Big Data platform designed to collect and analyse high volumes of
machine-generated data and render results on a dashboard in real-time. We present the results
as a series of visual dashboards illustrating patterns, trends and results in teaching performance.
Our research aims to contribute to the development of an educational data science approach to
support the culture of data-informed decision making in higher education.

Keywords: big data; data science; big data education; teaching analytics; dashboards; teaching output
model; student evaluation of teaching; teaching practice

1. Introduction and Related Research

Over the last decade, the notion of Big Data has been used to describe the nature and
complexity of data across different sectors, notably in banking, government, business, healthcare
and telecommunications [1]. Despite the exponential growth of research on Big Data in many areas,
there is a limited body of research in the use of Big Data in higher education [2]. It has been indicated
that within the higher education sector, Big Data has enormous potential for transforming the sector,
primarily, through the utilisation of analytics, data visualisation and security [3].

The use of Big Data in Higher Education will inspire teacher inquiry, provide opportunities
to systematically investigate teaching activities, to discover techniques for outlining better learning
contexts [4] and provide insights for teachers to reflect on their teaching practice and how that might
affect learning outcomes [5]. According to a research report by OECD [6], using a data-driven approach
is among the primary concerns of international education policies for consistently monitoring and
advancing teaching and learning circumstances. Data-driven teacher evaluation is concerned with the
development of a teacher self-guided improvement cycle, from a formative perspective [7]. Despite

Big Data Cogn. Comput. 2018, 2, 24; doi:10.3390/bdcc2030024 www.mdpi.com/journal /bdcc


http://www.mdpi.com/journal/bdcc
http://www.mdpi.com
https://orcid.org/0000-0002-1173-8225
http://dx.doi.org/10.3390/bdcc2030024
http://www.mdpi.com/journal/bdcc
http://www.mdpi.com/2504-2289/2/3/24?type=check_update&version=3

Big Data Cogn. Comput. 2018, 2, 24 2 0of 18

increased demand for teachers to engage in inquiry, some limitations can hinder the adoption of Big
Data in educational settings. For example, higher education larks the required infrastructure capable
of managing the vast number of links required to couple scattered institutional data points [2,8], which
in turn hinders the retrospective analysis of data as well as having real-time access to continuous
stream of data. Many teachers need adequate skills and knowledge required for the analysis and
interpretation of educational data [9]. Demand for real-time or near real-time data collection, analysis
and visualisation [10]. Greer and Mark [11], recommend the utilisation of visual techniques to identify
valuable patterns in educational data that may not be apparent to many teachers working with ordinary
statistical methods. Visualisation dashboards will help teachers with limited numerical knowledge to
effortlessly understand and utilise teaching data [12,13]. There are also challenges associated with the
use of Big Data such as privacy and access to educational data [2,8,14,15]. To address these challenges,
educational data-driven approaches such as educational data mining and learning analytics have
been proposed.

Daniel [16], proposed Data Science as the fourth research methodology tradition, which appeals to
new ways of conducting educational research within the parameters of Big Data in Higher Education.
It is suggested that Big Data in education, presents teachers and researchers with powerful methods
for discovering hidden patterns which might not be achievable with small data [17].

In this research, we propose a Data Science approach to educational data focused on teaching
analytics. Our approach is novel in many ways. First, we show that educational researchers can
experiment and work with Big Data to inspire and improve teaching, as well as change the way
teachers measure what is considered a successful teaching outcome. Due to many privacy concerns,
we simulated student evaluation data on teaching and used it to show how teachers can monitor their
teaching performance. We used Splunk as a platform for the acquisition, analysis and presentation
of visualisation dashboards. The motivation for this research is to assist the teachers to engage in
self-evaluation and inquiry to improve there teaching practices.

2. Big Data and Analytics in Educational Research

Digital data collection and storage is accelerating at exponential rates (gigabits: 1000°, terabytes:
10004, petabytes: 1000°, exabyte: 1000, zettabyte: 10007 and yottabyte: 1000%). The progress in
collecting, storing, analysing, visualising and acting on this massive number of datasets accumulating
at diverse levels and different rates is triggering increasing interest in Big Data research. Siemens
and Long [18] stated that Big Data could offer many benefits to the future of higher education. Also,
Wagner and Ice [19], traced how technological advancements have triggered the development of
analytics in higher education.

Big Data in higher education refers to the conceptualisation of data collection processes within both
operational and administrative activities which can be directed towards performance measurement;
to recognise problems and solutions that are likely to occur. Big Data is described as a framework
to predict future problems, future performance outcomes and prescribe solutions about academic
programs, teaching, learning and research [8,20,21]. The growing research into Big Data in higher
education has led to renewed interests in the use of analytics, virtual reality, augmented reality and
other related fields [22-25].

Russom [26], defined Big Data as an application of business intelligence or analytics characterised
by a set of advanced technologies, processes and tools that rely on data (human, entity or machine data)
as the backbone to both inform and predict knowledge. Big Data is also considered as a computational
approach that can be used to arrive at a clear, precise, and consistent understanding of data, and to
transform data into insights. As a paradigm, analytics is a continuously emerging process that has
changed significantly over the years and is progressing quickly today.

Evans and Lindner [27] broadly grouped analytics into three categories; descriptive, predictive
and prescriptive. These different forms of analytics are used to empower decision-makers in higher
education to make evidence-based decisions. For example, the University of Nevada, Las Vegas used
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analytics to enhance the student experience, by collecting student learning and navigational patterns
using learning devices and environments to analyse current and historical data. This was achieved
with the implementation of a Big Data enterprise system, that automatically predicted the population
of at-risk students and prescribed real solutions that triggered alerts to students at risk [28].

Descriptive analytics is used to answer the what/why question (e.g., what happened? why did it
happen?). It attempts to gain insight from modelling the behaviour of both past and present data by
applying simple statistical techniques such as mean, median, mode, standard deviation, variance, and
frequency to model past behaviour [29,30]. For example, the teacher’s dashboard showing teachers a
single performance score on a course within a specified period.

Predictive analytics attempts to answer the what/when question (e.g., what will happen tomorrow?
When will it happen, and perhaps how would it happen?). Predictive analytics use data from the
past, through applying statistical and machine learning techniques such as regression, supervised,
unsupervised, re-enforcement, and deep learning techniques to predict future events [31-33].

Prescriptive analytics attempts to answer the what/how question (e.g., what can be done to make
it better? How can it be made better?). It thus combines results from both descriptive and predictive
analytics to determine the optimal action needed to enhance the business processes as well as the
cause-effect relationship [30,34]. For example, prescriptive analytics could be applied to determine
students pathways based on their performance and interests.

Application of analytics to educational data could help identify useful hidden patterns and
trends [11]. Educational analytics refers to the process of extracting insight from large amount of
educational data utilising the power of analytics broadly understood within Educational Data Mining,
Academic Analytics, Learning Analytics and Teaching Analytics [2,35].

2.1. Educational Data Mining (EDM)

EDM is concerned with the application of data mining techniques on educational data with the
goal of addressing educational challenges and discovering hidden insights in data [35]. Data may
include mining student demographic data and navigation behaviour within a learning environment,
learning activities data such as quizzes, interactive class exercises/activities, as well as data from
a group of students working together in an exercise, text chat forum, teacher data, administrative
data, demographic data, and emotional data. EDM can be employed to access student-learning
outcomes, enhance learning processes and supervise student learning to give feedback. Data can also
be used to offer recommendations to suit the learning behaviour of students based on individuals,
evaluation of learning design as well as the discovery of irregular learning behaviours [36]. For instance,
Ayesha, et al. [37] reported on how the learning activities of students were predicted with the
application of k-means clustering algorithm. Pal [38] employed machine-learning algorithm to
determine fresh engineering undergraduates that were anticipated to drop out in their initial year.
Parack, et al. [39] applied various data mining algorithms to carry out student profiling to categorise
them given their academic records that include practical test scores, quiz scores, exam scores and
assessment grades.

2.2. Academic Analytics

Academic Analytics is concerned with the collection, analysis, and visualisation of academic
program activities such as courses, degree programs; research, revenue of students’ fees, course
evaluation, resource allocation and management to generate institutional insight. Daniel [2], suggested
that academic analytics could be used to address issues of program performance at an institutional
level. These forms of analytics can also be used to provide meaningful summarised data to help
the higher education principal officers, executives and administrators in making informed decisions.
Gupta and Choudhary [40], view academic analytics as a means of providing some level of awareness
to improve the quality of higher education. Academic analytics is also used to address the desire for
accountability for the various institutional stakeholders who care about student success rates, given the
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widespread interest over the cost of education and the challenging budgetary and economic limitations
predominating worldwide [41]. Academic analytics can be used to support those with the responsibility
of strategic planning in higher education to collect, analyse, report, measure, interpret and share data
that relates academic program operational activities efficiently; such that the strengths, weaknesses,
opportunities and threats of students can be easily identified to facilitate adequate reforms [8].

2.3. Learning Analytics (LA)

According to Daniel [16], LA has become a phenomenon in higher education due to the massive
digital footprints generated by students in this digital age. Research into learning analytics originated
from student retention concerns as well as brought about the invention of the Course Signal System [42].
Siemens and Long [18] said LA is interested in the collection, analysis, and visualisation of students’
data to gain meaningful insights capable of improving learning environments.

On a broader view, LA techniques measures educational data and aim at improving educational
effectiveness. Siemens and Long [18], developed a LA Cycle Model composed of five elements; Course
Level (learning trails, social network analysis), Educational Data Mining (predictive model, clustering,
pattern mining), Intelligent Curriculum (sentimental defined curriculum), Adaptive Content (content
adapts to learning behaviours) and Adaptive Learning (changes to learning processes such as social
interactions and learning activities). Finally, LA focuses primarily on the learner; how to analyse
learners” activities to improve the learning outcome.

2.4. Teaching Analytics (TA)

TA refers to the analysis of teaching activities and performance data as well as the design,
development and evaluation of teaching activities. The outcome of TA is the development of a teaching
outcome model (TOM). Teaching analytics uses visual analytics tools and methods for the teachers
to provide them with useful insights for enhancing teaching practice and further enrich student
learning [43]. TA can be used to enhance teaching practice and learning outcomes [44]. Visualisation
dashboards can be explored to facilitate useful dialogue and encourage a culture of data-informed
decision making in higher education. TA supports the creation of personalised teaching dashboards
that can help teachers monitor their own activities, measure performance, and generally reflect on
their teaching practice and learning outcomes [12,13].

In this article, we propose the teaching outcome model (TOM) as a theoretical model to assist
teachers in engaging with teaching analytics. TOM follows a cycle of four steps to provide useful
insights to the teacher. The steps involve the collection, analysis, visualisation of teaching data and
action based on the outcome (see Figure 1). We believe that providing teachers with personalised
teaching dashboards would support self-awareness of the quality of their teaching and in turn enable
them to improve teaching practices and learning outcomes.

The TOM TA Cycle begins with the information gathering stage where data related to teaching,
students’ feelings (sentiments), e.g., students’ opinion are collected. The teacher primarily collects
data based on feelings (how the students experienced the subject). During this stage, teachers ask the
“why” question with the aim of discerning the purpose of data collection. For instance, the teacher
might be interested in exploring how the teaching outcomes provide students with the meaningful
learning experience.

The data analysis stage in TOM also involves aggregation and prediction of possible outcomes
of teaching outcome. At this stage, the teacher asks the “what” question. For example, the teacher
may be interested to know what kinds of analytical models, tools, approaches, methods or techniques
achieve appropriate teaching outcomes. Teachers try to solve fundamental data problems, they will
consider applying various forms of algorithmic, computational and machine learning techniques on
the teaching data acquired for investigation.

The data visualisation stage provides profound reflections for teachers. It is where the teacher
would consider the time to reason, observe and think through the teaching outcome. They would
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ask the “how” question. They want to know how the analysis of the teaching outcome can influence
teaching practice. The use of both inductive and deductive reasoning can be necessary at this level
to draw reasonable conclusions based on the visualisation of teaching outcomes that would lead to
making appropriate decisions.

Finally, during this stage; the teacher asks the “what if” question. The teacher at this point
might take action based on inspiration or interpretation derived from the visualisation of the teaching
outcome. This inspirational insight will assist the teacher solve the problem they have identified, then
develop and carry out plans to improve or tackle new teaching challenges. This final stage closes the
loop; however, the teacher’s findings can also initiate another investigation, consequently the loop
starts all over again.
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Figure 1. TOM teaching analytics cycle.

3. Critical Challenges in Utilising Big Data in Educational Research

3.1. Ethical Issues

Daniel [45], identified collaboration and access as the most significant issues associated with the
effective utilisation of Big Data in education. Educational institutions needed broader collaboration
and increased access to data to create opportunities for educational research.

The field of Big Data raises far-reaching ethical questions with significant implications for the
use of Big Data to support effective decision-making. Current discourses on the use of Big Data are
awash with concerns over data governance and ethical matters such as; shared data standards, roles,
rules, policies, obtaining proper consent, data management, security, and user privacy [46]. With the
rise of Big Data in education, similar anxieties are being raised regarding; what is being collected, by
whom and for what purposes? While these are legitimate questions, many institutions, struggling to
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reply, are adopting a data protection rather than a data governance response. Institutions that adopted
data protection tend to lock down access to data through regulatory policies aimed at protecting these
data sources [47]. This approach raises serious questions for researchers and practitioners wishing to
capitalise on the benefits of Big Data to progress pedagogical improvement (see Figure 2).

Equipping the higher education with proper data governance framework will provide better rules
and regulations around data access and usage, preventing the risks of data fraud or loss, as well as
manage data flow holistically and adequately across the stakeholders [48]. Successful implementation
of Big Data in the education system depends highly on the level of transparency and strength of the
data governing structures that provide progressive strategic policies for data utilisation, transparency
and accessibility [23,49,50].

Date Governance

Data Protection

Figure 2. Effect of data protection vs. data governance.

MINORITY

3.2. Educational Issues

Big Data in education is generally perceived as generating a positive impact that might not impact
the critical stakeholders in the same way [51]. Arnold and Pistilli [42], published results on a survey
administered to first-year undergraduates at Purdue University about their experiences with the
learning analytics system that uses the traffic light system metaphor. The result of this study showed
a positive outcome, with more than half of the students supporting the use of analytics in learning.
However, the flip side was that some under-performing students saw regular email reminders on
their performance as a threat. The information appeared as though prophetic statements were already
taking effect and impacting negatively on their results. Consequently, the need to research further on
more appropriate and practical approaches to reach out to students at risk. Another challenging issue
is that the application of machine learning approach on educational data can lead to stigmatisation [46].
For example, if the result of analytics categorises people from a region as terrorists, this may have an
adverse effect on the various stakeholders in the educational system.

Griffiths [52], reported LA could result in pedagogical issues when used to foster and focus on
student retention and completion rates. It could undermine teaching as a profession and draw more
attention to teaching accountability. We believe that TA can be used to cushion this effect. For example,
a teacher may want to use results from TOM to validate the design of a learning environment [44].
Leveraging Big Data in the educational system will inevitably create more opportunities and open
doors to research and development in new ways.
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3.3. Technical Issues

The digital age has created new ways to collect, access, analyse and utilise data. However,
emerging technologies, such as the Internet of Things (IoT), Wearable Devices, and Artificial
Intelligence are creating new challenges with regards to both the gathering and use of Big Data
in Higher Education. For example; data collection and storage cost, complexity and time consumed
in building data mining algorithms, difficulty in performing analytics with educational data due
to unlinked databases. There is a need for the educational system to further respond to the new
developments in this area. Increased diversity in the sources of data increases the likelihood of noise in
the data. Although consolidating data from different sources is troublesome, it offers better extensive
experiences and outcomes for both modelling and prediction. Dringus [49] suggested transparency
is critical when showing that analytics can assist in effectively solving problems institutions face.
Although Big Data can encourage students to perceive early cautioning signs [19], broad institutional
recognition of analytics demands a reasonable institutional approach that helps various stakeholders
within the higher education to collaborate [53]. Mining [54] released recommendations that for Big
Data to be utilised effectively in higher education, there would have to be collaborative leadership
among the different departments in a given institution. Implementing an enterprise system such as
Splunk can overcome some of these challenges; linking databases together, increasing collaboration
among the various departments and securing institutional data.

4. Splunk—Big Data in Educational Research

Splunk is a Big Data platform that performs three basic functions; data input, data indexing
and search management. Data transformation occurs when raw data is piped through in such a way
that these three basic functions act upon it, transforming data from its original format into valuable
knowledge; this process is called the data pipeline. The pipeline divides into four segments; input,
parsing, indexing and searching. At the input stage, raw data is ingested into the IDX via the UF (see
Table 1 for further description of Splunk components). Then data is further broken into blocks of 64 KB
each which subsequently annotates each block with some meta-data keys. In the next stage, data is
moved into the indexer, were parsing and indexing occurs. During parsing, data is broken down into
individual events which are then assigned timestamps and unique identifiers. Parsed events are then
moved into the indexing stage, where raw data and the corresponding index file is both compressed.
At this stage, events are written to the index file stored on the computer disk. Searching is the final
stage of the data pipeline. The search indexes all the data as well as manages all aspects of how users
access and view data [55-57].

Table 1. Description of splunk components.

Component Description

UF Programs that consume data. Utilises the push mechanism to forward data from any data source where raw data
resides to the destination IDX.

HF Used to filter unwanted data ingested from the UF source maximising the number of data that will be passed to the
destination IDX.

IDX Processes influx data and transform data to events and store events in the index.

IDMX Controls all the other IDX in the cluster. Coordinates the replication factor and decides which IDX should index a

particular fragment of data.

SH Uses the pull mechanism to fetch data from the IDX whenever a request is made. Handles all search requests by
distributing it to the IDX which performs the actual search.

SHM Controls all the other SH in the cluster. Coordinates the activities to handle search requests and distributes requests
across a set of indexers.

DS Server instance that acts as a centralised configuration manager. Primarily functions by remotely interfacing with
deployment clients (UE, HF, IDX, SH) to make configurations on them as well as distribute contents to them.

LM Used to meter the number of events that are indexed during the indexing segment of the data pipeline. Splunk
Enterprise license specifies how much data can be indexed per calendar day.

LB spreads the load across all the HF, IDX and SH in such a way that none of them is overloaded.
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4.1. Proposed Architecture for Higher Education Using Splunk Platform

Splunk provides a Master/Slave distribution that offers a significant level of scalability. The benefit
of deploying this for Higher Education (see Figure 3) is that the UF will be a useful component that
will link all the disparate databases. The UF will function as a data collector to all forms of educational
data located at different points within the institution, such as; departments, units, divisions. These
data points can also come from outside the geographical location of the institution such as; satellite
campuses and cooperative campuses.

Different forms of data (structured, unstructured and semi-structured) collected by the UF sources
will then be forwarded and ingested into IDX destinations. The IDX can be located either on a single
site or at multiple sites in the institution, its main function will be to process the influx data by
transforming, compressing, indexing and finally storing transformed data in the IDX.

The deployment of an HF constituting an integral part will minimise both the cost and quantity
of data ingested per day. The HF basically acts as filters that will filter out unwanted data, allowing
only relevant data belonging to the institution to be parsed to the IDX for indexing and storage. For
example, if an average of 15 GB of data is ingested daily into the institutional servers and assuming;
due to financial constraint, a license of 10 GB data limit per day was purchased, then the HF will
function as a filter to refine and filter out unnecessary data, allowing only the needed data to be parsed.
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Figure 3. Splunk distributed-instance deployment architecture.

The HF can also separate institutional data into different logical index partitions in the IDX.
For example, student data can be logically separated from teacher data as well as administration data.
Also, data belonging to units, departments, faculties and division can also be logically separated in the
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IDX by the HF. This separation allows users to search and query only the data that concerns them, at
this point data access varies depending on the level of access.

The SH provides the interface for analytics for the various stakeholders of the institution; this is
where the Teacher Dashboards are developed for the teachers.

4.2. Scalability

This system manages various component instances with horizontal and vertical scales [55]. Hence
will be of great benefit to Higher Education regarding growth; multiple instances can be added
instantly, without requiring multiple configuration changes. Various data sources are linked with the
help of the UF in such a way that performance is optimised across all available server instances. When
redundancy features are activated, points of failure are minimised while providing high availability
and preventing data loss. This replication factor refers to the number of data replicas that will be
managed by a cluster to determine the necessary level of failure tolerance [58]. Given the formula;
N =M — 1 where N is the number of peer node failures a cluster can tolerate, and M is the replication
factor. For example, assuming one cluster can tolerate the failure of N peer nodes, then it must have a
replication factor of N + 1. This means that the cluster will have N + 1 identical copies of data stored on
each cluster node to endure the failures. In other words, if N nodes fail, then the (N 4 1) node will
still be available. Hence, we can also say that the replication factor is directly proportional to tolerance;
the higher the replication factor, the more peer nodes failures each cluster can tolerate.

4.3. Security

Equipped with built-in capabilities such as supervised and unsupervised machine learning;
provide the capacity to tackle security challenges, including insider-attacks. This infrastructure limits
the abuse of privileges from remote locations reducing the high potential for users to take advantage
of institutional freedom and openness. Minimising the constant state of security threat institutions
face, partly due to the volume of clients and varying level of complexities involved [16,59]. Immediate
reporting and continuous real-time monitoring of occurrences and attacks prompt security groups to
be proactive rather than receptive. Higher education establishments need to meet many regulatory and
governing standards and requirements such as; Sarbanes-Oxley, PCI, HIPAA and FERPA. This security
adequately underpins data gathering, storage, auditing, and visibility prerequisites of these regulations
guaranteeing a system that is efficient, cost-effective, consistent and compliant with best practices in
risk management [16].

4.4. Usability

With significant amounts of data that can be collected from higher education, this deployment
will enable teachers to effectively investigate their data, measure their teaching performance and
improve the quality of teaching and learning. Teachers will be able to continuously monitor both short
and long-term student evaluations of teaching, easily conduct investigative research on student and
cohorts data without depending on complex methods. Machine Learning and Deep Learning can also
be easily implemented on teaching and learning data. Institutions will find it easy to leverage Big Data
and related analytics to start understanding their data, identifying critical issues and measuring trends
and patterns over their applications and infrastructure as well as tracking end-to-end transactions
across every system that generates digital traces from faculty, staff and students.

5. Research Context

Institutions of higher education are engaged in collecting vast amounts of data on students, staff
and their learning and teaching environments. The analysis of this data can inform the development
of useful computational models for identifying learning and teaching opportunities, as well help
decision-makers effectively address challenges associated with teaching and learning.
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Work reported in this article is part of an institutional research project at a research-intensive
university in New Zealand. The goal of the research is to explore ways in which the institution can
utilise various forms of analytics to improve the quality of decision making, particularly in the aspect
of teaching and learning. However, like many other institutions in the country, the institution has been
engaged in collecting student evaluation data for some years. The collected data are often used by
teachers to look at ways to improve their own teaching in each course. University teachers also use the
student evaluation data for promotional and career development. Due to the volume and quality of
these data, the institution has been exploring ways to use this data for quality improvement of results.

6. Experimental Setup

6.1. Procedures

Splunk Enterprise 7.1.0 version and a two months free trial with indexing capacity of 500 MB
per day was used to run this experiment. A Java program was written to simulate student evaluation
data on teaching performance; then the data was uploaded into Splunk for analysis. Using the
Splunk Processing Language (SPL), queries were written to produce different reports about students
such as; reports concerning students average performance on each paper, reports containing student
performance on each question, reports containing total participants from a particular program per year
and so on. The collection of these reports were then used to create a teachers” dashboard that tells a
complete story of how the students perceived a particular paper over a time period.

6.2. Simulated Data

For this study, we simulated student evaluation data on teaching performance. We simulated
this data because of the ethical concerns of the institution. We were not able to get access to real
data. A program was written in Java to combine randomly generated "N" number of students with "M’
number of papers to produce ‘X’ random number of student evaluations, within a time period.

The UML diagram (see Figure 4) describes a method named enrollStudentPerProgramPerYear().
This method generates any number of unique student IDs depending on the demand; during this
process, it randomly assigns each student a gender, country, and programme. For this experiment,
1000 unique student IDs were generated for each year, starting from the year 2013 to 2017.

Then the setPapers() function generates a total of 30 different papers from six papers; (BIO101,
CHM101, CS5C101, GEO101, MAT101 and PHY101), each paper per year for five years. A paper is
identified by appending a session at the end. For example, CSC101 for the year 2013 is identified and
named CSC101_2013_2014.

The function generateStudentEvaluations() generates a simulated student evaluation on teaching
performance. It assigns a random score ranging from 1 to 5 to each randomly selected student per
paper per question. Ten questions; (Q1, Q2 ... Q10) were used for this experiment. This function
randomly takes as input at any given range (for this experiment, the input range of 1000 to 5000 was
used; meaning that any number within this range was randomly selected to represent the number of
participating students for each paper, and students were also randomly pulled from all the available
programmes). However, it is important to note that this function can generate as many records as you
want, but for this experiment, a total number of 224,881 student evaluations on teaching performance
records were generated and loaded into Splunk for analysis.
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percentageScore3s: Int,
percentageScoreds: Int,
percentageScoress: int)

StudentEvaluation

- studentinfo: Map

- Fryr

i CDUWI:I.II_nl EI>_- f:"lﬂﬂ /{ depends on the constructor that executes
countries: List + getRandomi2345{): Int

- papers: List

/i read csv file with already populated countries in the world
/i and assoclated country Infarmation such as Continent,
/¢ Reglon, iso etc, and assign them to countrylnfe map

+ readCountryFile(fileNamePath: String): void

/i read csv file with already populated the various

/{ programmes and assign them to programmes list
+ readProgramme(fileNamePath: String): void RandomCalendar
0.* 1 |- year:int
/¢ generate paper [D for each year for a perlod of five years | - month:int
/¢ starting from 2013 to 2017 and assign them to papers list
+ setPapers(): vold [ e [/ generates randq-r day and time
| /{ based on a particular month and year
/fiterate over papers list and save to a csv flle I + getRandomOayTime(year:int, month:int):String
+ writePapersToFile{fleMamePath: String): void 0.~
// based on the totalStudentNumber o
/f code generates random student 1Ds for per year -
/f starting from 2013 to 2017
Jf and also maps a random gender, pregramme and country
/f to each student
/¢ then finally assign them to studentinfo map
+ enrollStudentPerProgrammePeryear(totalStudentMumper: int): vaid A RandomGender
f{iterate over studentinfe map and save to a csv file . - gender: String

+ writeStudentsTorile(fileNamePath: String): void

+ getGender():5String
// generate random scores ranging from 1-5 + setGender(l:vald
/f per student per question per year per paper per pragramme
/f such that percentage of scores can be manipulated
// per paper per programme

+ generateStudentEvaluations{fileNamePath: String): void

1 | |RandomRange

-integer: int

+ getlnteger{): Int
+ setlnteger({min: Int, max: Int)

Figure 4. UML diagram of classes that simulated evaluation data.

7. Analysis and Results

This section talks about analysis of the simulated data as well as a discussion of the results,
presented in a dashboard that tells the story to the teacher of how students’ perceive the teacher’s
teaching effectiveness over a period of time.

The Teachers Dashboard (see Figure 5) has a control menu with three input fields and two
buttons. The first input field is a multiple-selection input type, titled “Programme”, used to search
for students’ on the programme. The second input field is also a multiple-selection input type, titled
“Paper”, used to search for students’ based on the paper(s) they participated in. The third input field
is a drop-down-selection titled “Search”, it is used to select the time range for a particular search.
The buttons reside at the top right corner of the dashboard. The first button labelled “Export” is used
to export the results displayed on the dashboard into a pdf format. While the second button (with the
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three dots) contains a list of options such as; edit permissions, convert to HTML, clone, set as home
dashboard and delete.

Teachers Dashboard

o All Sebectun | Paperfs>>> ANl Salocted

O I 6 I O B O B O

Pramisi>>> Al Selected | Paperish>> Al Selected

PAPER D TOTAL STUDENTS

Figure 5. Teachers dashboard.

Next are the panels which are labelled as follows: Overall Performance, Performance Per Question
and Total Number of Participants. The “Overall Performance” panel uses a radial gauge representation
to present the overall teaching performance for that period of time. This radial gauge is partitioned
into three colours; red, yellow and green. Different colours represent a different level of teaching
performance. The red colour contains teaching scores ranging from 0 to 19, and it indicates low student
opinion of teaching performance. The yellow colour indicates average performance and contains
teaching scores ranging from 20 to 59. Finally, the green colour contains teaching scores ranging from
60 to 100 indicates high teaching performance.

Then the “Performance Per Question” panel uses a line graph representation to present the
average performance per question. The central teaching evaluation questions used by the institution
are; Q1: To what extent did this module help you develop new skills? Q2: To what extent has this
module improved your ability to solve real problems in this area? Q3: How much effort did you put
into this module? Q4: To what extent did you keep up with the work in this module? Q5: To what
extent has this module increased your interest in this area? Q6: Were expectations communicated
clearly to students? Q7: To what extent has the teaching in this module stimulated your interest in
the area? Q8: Was the module well organised? Q9: Were the time and effort required by assignments
reasonable? Q10: To what extent did you find the assessments in this module worthwhile?

Then, the last panel, labelled “Total Number of Participants”, uses a table representation; the first
column is named “PAPER ID” which represents each unique paper and the second column is named
“TOTAL STUDENTS” which represents the total number of students that participated in each paper.

The “Overall Performance” panel in the dashboard above (see Figure 6) illustrates the average
overall performance of CSC101 from 2013 to 2017 fall within 58% and 59% which falls within the range
of the average score of 20-59. Since this pattern has been consistently reoccurring for five years; this
could suggest that student participants from all programmes are on average satisfied with the CSC101
paper. However, based on this outcome, the teacher may want to make further inquiries. For example,
a teacher may want to compare various levels of satisfaction based on student programme categories.
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Teachers Dashboard

AN 56101 x

Overall Porformance

Prgmisleoe ANl Selected | Paperisioo CSC101

200 0w o

N D DD D

Performance Per Guestion

Pramisless AN Selected | Paparisi>>> CSC101

Total Number of Pacticipants

Prgmison AR Sebected | Paparfsp>> CSCI01

PPER D TOTAL STUDENTS

Figure 6. Performance of students from all programmes that participated in CSC101 per year over five
years.

Comparing the “Overall Performance” panels of the two dashboards (see Figures 7 and 8).
The picture starts getting clearer; the teacher can now easily infer that the students that belonged to
the Computer Science programme find CSC101 more satisfying than those that belonged to Medicine
programme. This is because students from Computer Science scored this paper very highly (60-100)
while students from Medicine scored the same paper averagely (20-59). These two performance
outcomes can be interpreted as; students from the medical background find CSC101 more difficult
than those from Computer Science background. This outcome might also suggest to the teacher that
the design of CSC101 paper is not appealing to the Medical students as much as it is to the Computer
Science Students. Hence the teacher may want to take appropriate action. For example, the paper
might need to be redesigned to suit the Medical students motivations.

Teachers Dashboard
Mesicin st
Overnl Porformance

Primispas Masicing | PaptrisFo CSCI01

MM O OO

Promisjs Madicine | Paperisfo CEC101

TOTAL STUDENTS &

Figure 7. Performance of medicine students that participated in CS101 per year over five years.



Big Data Cogn. Comput. 2018, 2, 24 14 0f 18

Teachers Dashboard

Computer Scence x 500

Overall Perfarmance

Pramisios Computer Science | Paperispos CSCI01

(3 (3 (3 (3 3

Prgemiusn Computer Eclanca | Paperisps CEE301

Tetal Numbser of Partizipants

Prgmispor Computer Senes | Paperispos CSC01

PAPERT ¢ TOTAL STUGENTS =

nn

Figure 8. Performance of computer science students that participated in CS101 per year over five years.

The “Overall Performance” panel in the dashboard (see Figure 9), suggests that students from the
Health Informatics programme who participated in the CSC101 paper scored an average of 60% for
the five-year period. This can be interpreted as a high score because it appears to fall into the range of
60-100. On the other hand, looking at the “Performance Per Question” panel, it reveals that only Q5
(To what extent has this module increased your interest in this area?) consistently appears below 50%
on the line chart for the entire five years period. This kind of performance outcome may suggest to the
teacher that even though students generally, seem to be satisfied with this paper, the result also reveals
that concerns with regards to Q5 need to be addressed. The teacher may need to carry out a further
investigation on what Q5 is trying to address; perhaps to find out more about what will interest this
category of students in this paper. Hence, the TOM TA Cycle may then start again and investigate Q5
further to improve teaching practices and student learning outcome.

Teachers Dashboard

cscux
Cwerall Performance

Pramisi= Hoalth informatice | Paperisls= CSC%H
=

U6 4 BN O BN G0 B ah

Pastomar

Total Number of Participants

Pramis} Health Informatics | Pagerijsss SR

TOTAL STUDENTS 3

Figure 9. Performance per question of health informatics students that participated in CS101 over a
five year period.
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8. Discussion and Conclusions

Advancements in technology has made it possible for the Higher Education to keep generating
more data than ever before, such data includes; Administrative, Departmental, Research, Student,
Teaching, Curriculum, IT, and Security Data. Hence there is a need for more computational and
analytical capacity to transform these vast sums of both structured and unstructured data into
meaningful insights.

Learning analytics has already become an integral part of the educational system, which now
extends further to teaching analytics [44,60]. Hence, putting analytics into the hands of administrators
and educators is likely to advance this cause, encouraging teachers to reflect on and improve their
teaching to improve on their own teaching outcome and experience. Issues of privacy and ethical
concerns have often prevented researchers from accessing data for research purposes. Implementing a
big data system such as Splunk Enterprise would help mitigate institutional data challenges such as;
security and privacy concerns, linking institutional data, promoting the culture of analytics in higher
education, etc.

Our research aims to support a culture of data-informed decision making in higher education,
which also has a broader implication to Big Data research in education. In this article, we proposed a
teaching outcome model (TOM) which follows a data science approach that incorporates the collection,
analysis and delivery of data-driven evidence to inform teaching analytics. Furthermore, we simulated
student evaluation of teaching with the purpose of developing, an example of a teachers’ dashboards.

In this line of research we believe that institutions that utilise Big Data to collect, analyse and
visualise their data will gain a competitive advantage over their peers. We also suggest a data
governance framework as key to making institutional data more accessible to researchers to enhance
institutional reputation, research and development.

Work presented in this article has some limitations. First, the data used in the analysis and the
generation of teachers’ dashboard though demonstrated a proof-of-concept, the results are not based
on authentic settings. Secondly, the data used are quantitative, not qualitative. Thirdly, the dashboards
have not been shared and discussed with teachers, and hence, the value of this approach is yet to be
examined. We hope to test TOM on real-data to gain better insights and develop more uses cases that
would ultimately improve teaching practices and student’s learning experiences.
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