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Abstract: Conversational agents offer promise to provide an alternative to costly and scarce access to
human health providers. Particularly in the context of adherence to treatment advice and health be-
havior change, they can provide an ongoing coaching role to motivate and keep the health consumer
on track. Due to the recognized importance of face-to-face communication and establishment of a
therapist-patient working alliance as the biggest single predictor of adherence, our review focuses
on embodied conversational agents (ECAs) and their use in health and well-being interventions.
The article also introduces ECAs who provide explanations of their recommendations, known as
explainable agents (XAs), as a way to build trust and enhance the working alliance towards improved
behavior change. Of particular promise, is work in which XAs are able to engage in conversation
to learn about their user and personalize their recommendations based on their knowledge of the
user and then tailor their explanations to the beliefs and goals of the user to increase relevancy and
motivation and address possible barriers to increase intention to perform the healthy behavior.

Keywords: health behaviour change; embodied conversational agents; explainable agents; work-
ing alliance

1. Introduction

Chronic diseases, including non-communicable diseases and mental health conditions,
are the main causes of death around the world. Reports by the World Health Organiza-
tion [1] continue to emphasise that the onset of most chronic diseases is linked to four
preventable risk factors: inadequate physical activity, unhealthy diet, excessive alcohol
consumption and tobacco use. While governments continue to put more human and
financial resources into dealing with and preventing chronic diseases, these resources
are likely to be ineffective if individuals continue to practice unhealthy behaviours, par-
ticularly those associated with the four risk factors above. In other words, individuals’
adherence to the healthcare giver’s recommendation/s is the cornerstone for building a
successful intervention.

Non-adherence to the recommended actions by a healthcare giver could be uninten-
tional or intentional behaviour. Unintentional non-adherence is usually a result of the
patient’s forgetfulness or misunderstanding, whereas intentional non-adherence is a result
of the patient’s choice not to take action as recommended [2]. Reminders, simplification
and education have been found to be successful interventions to deal with unintentional
non-adherence [3,4]. The reach of such interventions may be limited depending on whether
they can address issues around low health literacy, which is one of the major factors that
influence health outcomes [5]. However, intentional non-adherence is a more complex
problem, and psychological interventions that target the patient’s cognition and emotions
are more successful in motivating the patients to sustain a behaviour for a longer time [6].

Technology-based interventions to encourage health behaviour change have been
introduced for some time now, including web-based and mobile-based interventions [7,8].
Their main advantage is their availability whenever the user needs support and at their
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pace [9-11]. The success of these interventions in improving adherence increases when they
are built on the grounds of a psychological theory such as cognitive behavioural therapy [9]
or when the intervention system includes persuasive elements such as dialogue support
and social support [12]. Hence, conversational agents (CAs) built on top of appropriate
theories are potential interventions in persuading the users to adhere to the treatment.

The therapist-patient relationship known as a working alliance (WA) or therapeutic
alliance, is regarded as a good predictor of patient adherence [13] and fosters behaviour
change [14-16]. According to [14], developing a WA between the therapist and patient
is characterised by three elements: agreement on the goal/s of the treatment, the task/s
required to reach those goal/s and a trusting bond. This positive relationship is not restricted
to human-human contexts only, as there is evidence that humans can unconsciously develop
an empathetic and personal relationship with computers as well, particularly when the
computerised intervention systems are endowed with social/emotional cues [16].

CAs for interventions can be equipped with a wealth of features to simulate face-to-
face therapy, particularly when a CA is an embodied CA (ECA), such as appearance, facial
expressions, head nods, body and hand gestures, and voice. These features, when synched
appropriately to signal therapist skills, can boost the user-agent WA and, consequently,
the adherence [17-19]. How these features could be utilized successfully to build WA that
eventually improves the users’ adherence is still ongoing research. While some researchers
focus on the emotional /empathic features to build rapport rather than a WA [20], others
argue that development of WA and empathy in health are cognitive processes and effective
communication to build mutual understanding through explanation is essential [21,22].
We refer to CAs that provide explanations as Explainable Agents (XAs).

This paper reviews how CAs have been used to change health behavior and improve
adherence, focusing on whether ECAs build a WA towards improved health outcomes.
The article is structured as follows. Section 2 provides essential background to introduce
the concepts of Working Alliance (Section 2.1), Conversational Agents (Section 2.2) and
Explainable Artificial Intelligence (AlI) and Agents (Section 2.3). Section 3 reviews ECAs
(Section 3.1) and XAs (Section 3.2) in health behaviour change and then evaluates in
Section 3.3 the current ability of the presented ECA/XAs to support the essential elements
of the WA. Section 4 concludes the paper with a summary of the current state of the art
and future important considerations.

2. Background
2.1. Working Alliance

The term working alliance refers to the positive collaboration between the therapist
and the patient. Mathieu, et al. [23] defined it as the motivation behind the patient’s
acceptance and subsequent adherence to the therapist’s recommended treatment. A large
body of research has reported that a positive WA correlates with a good treatment outcome
in psychotherapy, pharmacotherapy and placebo-therapy [24-26]. Other terms that have
been used to refer to this relationship include ‘alliance’, ‘therapeutic alliance’, ‘therapeutic
relationship” and “helping alliance’ [27]. While researchers have used these terms with
different conceptualisations and measures, Bordin [14] provided the most integrative model
to describe this relationship, which he termed WA.

Bordin [28] stated that the WA is ‘what makes it possible for the patient to accept and
follow treatment faithfully’. He introduced the three main components/dimensions of
the WA: tasks, goals and bond. ‘“Tasks’ refer to the behaviours or actions of the treatment
plans that are required of the patient to achieve the treatment’s goal. ‘Goals’ refer to the
objectives or outcomes of the counselling/intervention. The ‘bond’ is the trust the patient
forms with the therapist and their confidence in the appropriateness of the treatment’s
tasks in achieving the treatment’s goals.

According to Bordin’s model, the therapist-patient WA is a result of the collaborative
work to develop the patient’s sense of involvement and the central focus that eventually
motivates the treatment adherence [29]. Building on this principle, to develop a WA, the
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therapist should plan how to build mutual understanding with the patient and acquire
their agreement on the treatment tasks and goals by meeting their needs, considering their
perspective and promoting positivity throughout the communication.

Planning therapist-patient mutual understanding includes communicating the pa-
tient’s intentions towards the treatment tasks [30]. According to Bratman [31], in the
belief-desire-intentions theory, having a plan does not mean knowing the actions but hav-
ing the intention to do the actions and replanning when required. Grosz and Kraus [32]
further emphasised the importance of intentions in collaborative planning and introduced
the concept of SharedPlans, which refers to the plan constructed by members of a team
based on their intentions. Such a plan could be of two types: partial or complete. Partial
plans are initial plans containing uncertainty owing to a lack of knowledge about other
team members’ intentions. Complete plans have agreed-upon goals and tasks, resulting
from positive team member collaboration. The team members collaborate, sharing their
beliefs, goals and intentions, so that a member, with a level of certainty, can build a plan
according to their mutual understanding. While the concept of SharedPlans was originally
introduced to model agent communication and collaboration in achieving common goals in
a shared environment with other agents or human users, it still emphasises the importance
of discussing team members’ beliefs, goals and intentions in mutual planning, which is
also a cornerstone in treatment planning [30]. In harmonious environments where the team
members are humans only, all the members have the same cognitive structures/mental
models. This is also true of teams of artificial agents designed using the same/similar
cognitive architecture. Thus, members can easily understand each other as they use the
same underlying decision-making and reasoning process [33]. However, in environments
with heterogeneous mental models, effective collaboration and planning becomes more
challenging especially when a human is in the loop due to the fact that humans’ behaviours
are unpredictable compared to programmed agents [34].

These concepts of shared planning and mutual understanding are closely connected
with the use of dialogue for human-agent interaction and communication [35]. There is
evidence that human-agent shared planning and collaborative decision-making can help a
human-agent dyad develop a WA [19]. Several types of software have been introduced
successfully to implement the idea of shared planning, such as Collagen [36], where the
dialogue is designed as a state-based tree to negotiate the actions/subtasks to complete a
plan. Later, a task-based framework called Dtask [37] was developed based on ANSI/CEA-
2018, where each task is coupled with a dialogue segment to facilitate the human-agent
communication to perform a particular task. This research was inspired by the idea
of utilising an adaptive dialogue manager to facilitate user-agent shared planning and
thus build mutual understanding that eventually promotes a WA and health-related
behavioural change.

2.2. An Introduction to Conversational Agents

With the increasing use of mobile devices, voice-activated CAs built into mobile
devices are being utilised to help to accomplish various tasks such as searching the web
for goods and services or answering enquires about different aspects, including health-
related issues [38]. Miner, et al. [39] evaluated four mobile-based CAs on their ability to
recognise crises related to mental health (suicidal thoughts), violence (rape) and physical
health (heart attack). The four CAs: Siri (Apple), S Voice (Samsung), Google Now and
Cortana (Microsoft) showed none to very limited abilities to recommend helpful advice
or connect the user to helplines. While one can argue these CAs were mainly designed
as personal assistants to search the internet and help in general tasks, it would be helpful
if designers could take advantage of their popularity to advance their capabilities to run
longer conversations with users with health concerns or motivate them to adopt healthier
behaviours. Further, the safety of such open input CAs is a serious issue that has not
been properly evaluated yet [40]. Hodgson, et al. [41] reported a significant increase in the
error rate for completing clinical documentation tasks using a speech recognition method
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compared to the traditional method using a mouse and keyboard. This indicates that this
technology is still not ready to be used in a critical application such as health.

Designing CAs requires a collective effort from different disciplines including the
social, cognitive and computer sciences [42]. Combining all these knowledge domains and
features in one CA is challenging, which suggests the applicability of designing domain-
dependent CAs that address a particular problem in a particular context [43]. Several
taxonomies have been proposed to guide the design of CAs [43—45]. For example, Isbister
and Doyle [43] distinguished four categories of features: believability, sociability, domain
application design and agent design. Another example is the taxonomy introduced by
Bittner, et al. [44], who defined several design features for collaborative CAs, including the
agent’s role, the number of human users in the team, the collaboration goal, communication
mode and the agent’s socio-emotional behaviour. However, the impact of these design
features on the user’s perception and their effectiveness and applicability in the various
domains have not been well researched and validated [46,47]. Focusing on CAs designed
for the health domain, ter Stal, et al. [47] concluded that not all of the investigated design
features have proven their effectiveness in achieving health-related goals and that agent
relational /empathic behaviour is the most promising feature towards improving the user-
agent relationship.

The earliest CA for healthcare can be dated to 1966 when Weizenbaum [48] proposed
Eliza, a computer program that simulated the role of a Rogerian therapist and utilised
natural language conversation with the user. Parry is another early chatbot designed
by Colby [49], which simulates a paranoid patient to facilitate the study of paranoia by
psychiatrists and psychologists. Both chatbots, Eliza and Parry, were text-based chatbots;
however, Eliza analysed the input text to do pattern-matching with the available agent’s
responses and Parry used symbolic representation to understand the context and deliver a
response according to the meaning.

CAs like Eliza and Parry are chatterbots able to keep chatting with a user for a long
time due to their large databases of diverse responses. However, they were not designed
to achieve a task, to plan, or to build a relationship with a human user. These agents are
more useful in delivering information to the user. More recent examples of educational
CAs are Bzz [50]—designed to answer adolescents’ text-based typed open questions about
sex, drugs and alcohol—and Harlie [51], which was designed as a speech-based agent
that chats about general topics with patients with neurological conditions (e.g., autism or
Parkinson’s disease), who could have a problem in using a text-based CA.

An early attempt to include a theory-driven CA was introduced by Colby [52]
to deliver cognitive behavioural therapy for depressed patients. More recently, Fitz-
patrick, et al. [53] implemented the principles of cognitive behavioural therapy to build
Webot as a text-based CA. Webot has been evaluated in a randomised control experiment
with 70 university students aged between 18 and 28. Compared to the control group
(N =36), who received an e-book with information about how to deal with depression,
Woebot (N = 34) significantly reduced the patients’ depression. However, the relationship
between it and the patients was not evaluated.

Grudin and Jacques [54] proposed a taxonomy of CAs based on their conversation
focus identifying (a) virtual companions that can have a broad or deep focus, engage in 10 to
100 s of exchanges as in the examples of ELIZA, Cleverbot, Tay, Xiaoice, Zo, Hugging Face;
(b) intelligent assistants with typically broad and shallow focus and one to 3 exchanges as we
see in Siri, Cortana, Alexa, Google Assistant and Bixby; and (c) task-focused CAs that have
narrow or shallow focus and 3-7 exchanges as in Dom the Domino Pizza bot, customer
service bots, Russian trolls and non-player characters.

ECAs have been introduced as an extension to the text-based or speech-based CAs
to include more conversational features and imitate natural face-to-face conversation.
Although patients can form an interpersonal relationship with simple CAs such as a phone-
based virtual health counsellor [16], the combination of verbal (speech) and non-verbal
(e.g., eye gaze, gesture and facial expressions) conversation features facilitate effective,
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meaningful communication and mutual understanding [55]. ECAs for health behavior fit
best into a task-focused CA as defined by Grudin and Jacques [54]. However, what distin-
guishes them from customer service bot or trolls, which seek to provide (dis) information,
is the development of a relationship, somewhat similar to a caring human relationship
and WA.

Much effort is being devoted to increase the ECAs’ acceptance by simulating the
natural appearance and behaviour of a human being (i.e., anthropomorphism) [56]. To build
believable ECAs towards fruitful interactions and establishing relationships, the design of
ECAs requires more effort compared to CAs that are text- or speech-based only [45,57] to
deliver more sophisticated capabilities, such as emotion modelling [58,59]. The implications
of a leap from text-only and speech-only CAs to ECAs are higher user expectations as they
unconsciously perceive ECAs as social entities and interact accordingly [60]. Further, users
may prefer to interact with ECAs rather than humans in some contexts [61]. Simply adding
a face to a CA may not be adequate and could distract and deviate the users from the main
goal of the application. An early meta-analysis by Yee, et al. [62] concluded that the effect
of adding a face to the CAs is small and subjective (users’ rating) rather than objective (task
performance), and adding a face is not as important as making the interaction believable.

A recent systematic review of design features for building trust with ECAs found
that the efficiency of ECAs’ design features largely depends on the application context
and goal [63]. While researchers have striven to endow ECAs with more human features
such as personality [64,65], emotions, and body and hand gestures [66,67], ECAs’ facial
appearance and spoken or textual speech are the most studied design features, which have
been identified as the most effective features in building the human-agent relationship [47],
such as the WA in the health domain.

2.3. Explainable Al & Explainable Agents

According to the Oxford Dictionary, explanation is ‘A mutual declaration of the sense
of spoken words, motives of actions, etc., with a view to adjusting a misunderstanding and
reconciling differences. Hence: a mutual understanding or reconciliation of parties who
have been at variance.” [68] (para. 3). Walton [22] states, ‘the purpose of an explanation is
for the agent to verbally transfer understanding to the other” (p. 1). Explanation can be seen
as a shortcut to establishing trust through allowing the user to interrogate the reasoning
and boundaries of the artificial systems knowledge [69]. Through conversation answering
the why question and being relevant to the explainee Hilton [70], explanation becomes a
social process that bridges the knowledge or inference gap between the explainer and the
explainee’s understanding [71].

The field of explainable AI (XAI) emerged to improve the human understanding of the
machine decision-making process. It can be dated to the 1970s when researchers attempted
to explain expert systems using logical rules [72,73]. More recently, XAl regained attention
due to advancements in automated systems, especially in the field of machine learning,
which is still a black box for the designers themselves [74]. The need for explainability fur-
ther increased when automated systems showed some bias and fairness violations, leading
to ethical concerns. For instance, gender recognition systems that are trained to identify
gender based on physical appearance are perceived by vulnerable users (e.g., transgender)
as inappropriate and disturbing [75]. In such a situation, XAI can help the designers to
eliminate or consider more features to increase the fairness of the technology and limit
the bias.

From the perspective of the end-user rather than the system designers, the growing
interest in XAl stems from the current underutilisation of Al systems [76]. Human use
of the advice provided by automated systems can include: misuse, an overreliance that
fails to question the advice provided; disuse, ignoring or underutilisation of the guidance
and advice provided; or abuse, use without concern for the consequences [77]. Dzindo-
let, et al. [78] found a correlation between automated system reliability and trust and that
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explanation improves user trust, especially when unexpected behaviour occurs. Thus, the
need for XAI stems from the need for trust in automation and the proper use of technology.

In explainable artificial intelligence (XAI), the explanation can be of two types: data-
driven or goal-directed [79]. Data-driven explanation is the interpretation of machine-
learning models, while goal-directed explanation, also called explainable agency, is the
justification of the agent’s actions according to its mental state and reasoning process. The
majority of XAl research concerns explanations of the outputs of machine-learning, and
thus is data-driven [80]. In goal-directed agency, the agent may use different explanation
patterns according to the purpose such as to justify its action or for knowledge transfer. Dif-
ferent users may have specific requirements and expectations for the level of transparency
and verification provided by an agent before they are willing to trust its recommendations
and actions [69]. Explanation personalised to the user’s context, preferences and beliefs
will be more meaningful and persuasive [81].

There is a small but growing body of work in the area of explainable agents (XAs),
particularly, goal-driven agents [79]. Intelligent agents in their various forms (i.e., text-
based chatbots, ECAs, and physical robots) are being used in health [82], education [83],
and marketing [84]. Explanation provides transparency towards building human-agent
trust, which is important for their acceptance [69] and towards achieving the system goals
(e.g., behaviour change). However, XAs are still in their developmental stage [79,85].

Theories and findings from the social sciences are commonly used as the basis for the
design of explainable agents (XAs) that seek to simulate the ways in which humans use and
provide explanation. Following Dennett [86], agents can simulate humans by providing
three stances: physical, design and intentional, where the first two stances are related to
the hardware and software used to construct the XA while the intentional stance is based
on the agent’s rational cognitive representation allowing the agent to reason about and
explain its past, current and future actions [87]. Although this aspect could be seen as part
of the design stance, changes in the agent’s environment also impact the intentional stance
as they require continuous updates to the agent’s beliefs and desires.

Communication of an XA’s reasoning is essential to creation of XAs that are believable
and acceptable to users [85]. Believability hinges on people’s perception of computers
as social entities which they respond to similarly to the ways they respond socially to a
human [88]. As part of the interaction, humans attribute the virtual agent with reasoning
capabilities and expect that the agent can explain their reasoning like humans can [89].
During human-human social interactions, people seek explanations to reconcile knowl-
edge discrepancies and build a common understanding (the main principle of a WA).
Explanation in human-agent interaction serves a similar function [76].

Malle [90] introduced the folk explanation model, which is grounded on the theory
of mind (ToM) (attributing mental state to oneself and others), to distinguish between
intentional and unintentional behaviours. The model defines four modes of behaviour
explanations: causes, reasons, causal history of reasons and enabling factors. On one
hand, unintentional behaviours can only be explained by the causes (causal explanation),
which include mental and physical states but without awareness or intentionality to do the
behaviour. On the other hand, intentional behaviours can be explained by one of the other
three modes. The causal history of reasons cites the causal background of the reasons such
as one’s traits, history and culture (beliefs and desires). The enabling factors refer to the
factors that facilitate the behaviour to be done, such as the agent’s skills or the opportunities
provided by the environment. Finally, the reason explanation involves the agent’s mental
state (beliefs and desires) that the agent uses in the behaviour decision-making, which
means the agent was fully aware and intended to do it. This is the only explanation
mode characterised by rationality. The theory of mind does not only serve to explain the
behaviour but also facilitates social functions such as coordination and understanding [91].
XAs can build this mutual understanding by utilising ToM reasoning in their explanation
patterns [92].
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An agent’s behaviour is driven by the agent’s belief and goals. For some decisions
this reasoning process may be lengthy with a corresponding lengthy explanation that is
likely to contain irrelevant content [76,93]. Understanding what content is relevant to
include in a reason explanation using a BDI agent’s beliefs and goals has been explored
by Harbers, et al. [94] who used Goal Hierarchy Theory (GHT) to evaluate different
explanation patterns including the agent’s beliefs and goals behind conducting an action.
A study with twenty novice firefighting trainers evaluated four types of explanations.
Belief-based explanations were preferred by trainers for single action/goals, but goal-
based explanations were preferred when the agent had to perform sequences of actions.
Differences have been found in the explanation preferences of children and adults [95].

To persuade someone to change their behaviour, Wheeler, et al. [96] found that the
explainer needs to deliver a message that provides a link between the recommendation
and the explainee’s beliefs. In the attentional systems theory [87], the behaviour of another
(human beings or artefacts) are explained by their intentional stance: beliefs and desires.
The intentionality to do the behaviour is volumized when adopted beliefs are perceived as
useful. Malle [91] posits that a behaviour could be considered intentional only when there
is a desire to achieve a goal through that particular behaviour. For example, a user may say
‘I want to eat healthy (desire) because I think I will live longer (belief)’. The belief is that of
the user, not the agent, and if the user does not adopt this belief, their intention may not
change towards achieving the desired goal. From this point of view, we conclude that to
increase a user’s intentionality, explanation should include the beliefs of the user. Through
alignment to the user’s cognitive state, the motivation to perform the recommended action
becomes internalised [97]. To this end, an ECA must store the user’s mental state and
connect its recommendations to it. This can be implemented using the ToM model, where
an agent stores another’s mental state (in what is usually called user model) besides its
own and uses them in its decision-making and to produce an appropriate explanation.

3. Conversational and Explainable Agents for Health Behaviour Change
3.1. Embodied Conversational Agents for Health Behaviour Change

Many ECAs have been introduced to address the problem of behaviour change.
Some of these ECAs are designed to build the user-agent relationship through the use of
empathy [98-100] and others focus on endowing the ECAs with therapeutic knowledge,
following counselling strategies such as motivational interviewing [101-103].

Towards building an expressive ECA that mimics human verbal and nonverbal em-
pathy, Greta was proposed by De Rosis, et al. [66]. Greta is a talking head endowed with
personality, and social and emotional capabilities. Greta’s face is designed with detailed
facial animation parameters (FAPs) that convey its beliefs, intentions, affective state and
metacognitive information. Greta has been evaluated in several scenarios. In a comparison
of 3 different Gretas (neutral/non-expressive, consistent expressive or inconsistent expres-
sive) to deliver a healthy eating message to 44 participants, users perceived neutral Greta
as more convincing and its message as trustworthy. They were more likely to eat healthier
after interacting with the neutral Greta, followed by the consistent expressive Greta and
then the inconsistent one.

Another example of empathic agents for health applications is Simsensei [104], a
virtual interviewer designed to engage the user through endowing the ECA, Ellie, with
the appropriate verbal and non-verbal emotional behaviours to encourage patients to feel
comfortable and disclose more information. Ellie is designed to detect the users’ distress
in patients with post-traumatic stress disorder, mainly from their non-verbal and verbal
behaviours using natural language processing. Participants did not perceive Ellie’s ability
to understand their nonverbal behaviour but did build rapport with Ellie at the same level
they did with a human therapist. Interestingly, the users built higher rapport with Ellie
with an accurate verbal response using Wizard-of-OZ (WoZ) than they did with Ellie with
an automated response or with human therapist. However, when they believed the same
WoZ agent was controlled by a human rather than being automated, this rapport decreases
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and the users fear of disclosing information increases [105]. The findings indicate, first, the
value of the verbal content of the message rather than the non-verbal cues in building the
user-agent relationship and, second, the preference for automated over human agents by
users when discussing health topics, as confirmed by other studies [103,106].

Users showed greater self-disclosure to the empathic agent when it starts to self-
disclose to them [107]. In a study with 57 participants, Kang and Gratch [107] used an
empathic agent that expresses nonverbal behaviours (e.g., nodding and gestures), with
three self-disclosure settings: non-disclosure, low-disclosure and high disclosure. They
reported that this simple verbal empathy condition (high disclosure only) motivated the
participants to disclose more information with the agent.

The above studies did not seek to build or measure a human-agent WA. In the case
of Greta, this is possibly because Greta was not originally designed for the purpose of
therapy; the use of empathy by Greta and Ellie was to improve their ability to actively
listen, rather than to provide advice. Ellie, described as a virtual interviewer, does not
provide recommendations and thus is also not interested in adherence or behaviour change.
In contrast, the ECA Dr Evie was designed to build a WA with paediatric patients and
their families to encourage adherence to treatment advice. By adding Dr Evie to an
interactive website that provided tailored advice, adherence significantly improved and
led to improved health outcomes [108].

Bickmore and Picard [109] argue that including social-emotional cues (relational cues)
in the agent’s dialogue improves the user-agent relationship, namely the bond element of
the WA, and consequently improves the patients” behaviour change. They implemented
these ten cues to build Laura to encourage daily physical activity. The 101 young adults
who participated in the study were motivated to interact with the ECA daily during the
intervention. The relational agent Laura (i.e., with relational cues), compared to non-
relational Laura, was significantly more successful in building a WA with the participants
after 7 and 27 days; however, the participants reported a similar daily number of steps
using the MIT FitTrack system. The Laura with relational cues was also successful in
encouraging 16 patients with schizophrenia to adhere to their medication and do physical
activity [110]. The same relational agent was then used in several clinical studies by the
group [98].

In another study, Bickmore [60] investigated the nonverbal behaviour of 12 partici-
pants who interacted either with a human therapist or an ECA to receive advice about
diet and exercise. They reported that participants used the same nonverbal behaviours
(i.e., eye, eyebrow, head and hand movements) when they interacted with the ECA just
as they did with the human. Bickmore, et al. [111] also found that patients with adequate
health literacy (N = 19), compared with those with low health literacy (N = 11), felt more
comfortable talking with the ECA that explained the discharge instructions rather than a
human nurse because the ECA was not judgemental and could repeat the instructions as
often as the patients needed without making them feel inadequate. Similarly, in another
study with 44 adults aged between 55 to 82, some participants reported their preference
to discuss their spiritual matters and talk about death with the ECA rather than a human
being, as they believed the human could be opinionated [61].

Schulman and Bickmore [112] built Elizabeth with social dialogue to persuade users
to do regular exercise. The user could speak a selected utterance from the answers de-
signed for the user or say something else. The researchers used the WoZ approach to
control Elizabeth’s responses. To measure changes in the user’s attitude towards exercise,
Schulman and Bickmore [112] provided 47 university student participants with a list of
positive and negative statements that the user had to rank from most to least important.
They compared Elizabeth with social dialogue to another ECA with neutral dialogue (no
social cues), text-based social dialogue and text-based dialogue with no social cues. Social
dialogue had a significant impact in changing the users’ attitude towards exercise, but
not in building a bond. Although the established bond correlated significantly with the
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perception of the agent and persuasive message, it did not correlate with the user’s attitude
towards exercise.

The concept of a WA underpins all of the abovementioned work of Bickmore and
colleagues involving their relational agents, including Laura and Elizabeth. They have
used the WAI in their studies to measure the existence of a WA [113]. The relational cues
(such as, social dialogue, humour, empathic feedback) used in the dialogues, however,
seem to have greatest impact on the bond subscale and minimal impact on goal and task
subscales [113]. This suggests that improvements can be made to the WA developed.

Bickmore, et al. [101] proposed a reusable framework that connects the various models
and theories required to build an ECA for behaviour change interventions. They applied
the proposed framework incorporating the Transtheoretical Model (TTM) [114], social-
cognitive theory and motivational intervention theories to build an ECA called Karen for
encouraging physical activity and fruit and vegetable consumption [115]. The framework
follows Shared Plans theory by treating “dialogue as a collaboration in which participants
coordinate their action towards achieving a shared goal”. The conversations seek to develop
mutual understanding. Over a two month period, 122 participants were randomly assigned
to the control group, or to interact with Karen to receive diet counselling, physical activity
counselling, or both. Compared to the control group, participants showed significant
increase in their fruit and vegetable consumption after interacting with Karen to receive
diet counselling only, and in their number of daily steps after interacting with Karen to
receive physical activity counselling only. However, participants who received both did not
show a significant difference compared to the control group, which could be because they
received half of the content of the counselling for every piece of advice. The relationship
was not measured in the study, so the effect of a WA could not be determined.

The findings of the abovementioned studies indicate the role of an ECA’s verbal and
nonverbal empathy to encourage behaviour change, but they are not firm enough for
a solid conclusion [47]. Other researchers have also investigated the use of therapeutic
strategies such as the Transtheoretical Model and motivational interviewing. For example,
Fiorella, et al. [116] proposed an ECA called Valentina to promote healthy eating. The
dialogue is built to detect and adapt to the user’s stage of change following the Transthe-
oretical Model [114]. The agent architecture includes a user model that stores the user’s
static information (e.g., name, age and background) and dynamic information (e.g., state
of change). To establish a relationship with the user, the dialogue includes emotional and
social cues such as sympathy, appreciation and disappointment. The study did not involve
an implemented agent and the evaluation did not include standard measures such as
questionnaires to evaluate the user-agent relationship, acceptance or behaviour change. In
the WoZ study, users showed progress in their readiness to change their behaviour during
the conversation.

Lisetti [117] identified 10 advantages of interacting with ECAs over humans in health
contexts which includes increased accessibility, increased confidentiality and divulgation,
tailored information, diminished variability, avoidance of righting reflex with infinite
patience, addresses low literacy, lower attrition rates, allows patient-physician concor-
dance/matching, provide working alliance and express empathy. Drawing on these advan-
tages, Lisetti, et al. [118] introduced the On-Demand VIrtual Counselor (ODVIC) to help
patients with excessive drinking behaviour. The ECA’s counselling dialogue was crafted
following a motivational interviewing strategy, with its responses tailored to the patient’s
emotional state. The ODVIC agent Amy was evaluated with 51 patients assigned to three
experimental groups to interact with an empathic ECA, a non-empathic ECA or text-based
agents, and several evaluation measures were utilised, such as anthropomorphism and
trust. However, changes in the patients’ behaviours were not evaluated [119].

Olafsson, et al. [120] proposed an automated counselling framework to help sub-
stance users. They extracted the labels and therapist dialogue acts from real face-to-face
counselling sessions and built a machine-learning model to automatically recognise and
respond to the patients following a motivational interviewing strategy. The framework
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was evaluated with 23 opioid users under treatment, who reported being more comfortable
talking to the ECA about their substance problem rather than to a human therapist. They
reported a neutral relationship with the ECA called Tinna, although they trusted its advice.
Olafsson, et al. [120] also reported that substance users preferred to discuss their problems
with the ECA more than the human therapist.

Conversely, there is evidence that the content of the delivered message could be a
more important determinant in fostering health-related behavioural change than the way
the ECA interacts with the user. For example, the abovementioned Schulman and Bick-
more [112] study reported a slight to no effect of relational cues in building the user-agent
bond and that a persuasive message is adequate to foster health behaviour change. Mu-
rali, et al. [121] assigned 40 Indians who moved to the US after the age of 16 to interact with
a virtual coach of Indian or American appearance to promote physical activity with Indian
or American culturally tailored argumentation. Compared to the appearance, the argumen-
tation played a significant role in participant satisfaction and in persuading them to change
their decision balance and self-efficacy. We suggest that the benefit of the argumentation in
this study was due to cultural tailoring which made the recommendation relevant to the in-
dividual. We next look at the use of explanation to build a bond and mutual understanding,
consistent with WA, through clarifying the relevance of a recommended behaviour.

3.2. Explainable Agents in Healthcare

Concerning the patient’s adherence, providing recommendations to a patient is not
enough to ensure adherence, the recommendation requires personalised and relevant
explanation [122]. The facilitating role of explanation in the health domain was investigated
early in the 1980s to understand why a diagnosis was made by an expert system like MYCIN
and PUFF with emphasis on its important role as the major requirement to be met in a
healthcare application [123,124]. Later, interest in explanation diminished significantly in
line with the dramatic change in the type of health applications from diagnostic to reminder
systems, preventive and educational applications [125]. However, researchers reported a
low acceptance of decision support systems in the health domain and attributed it to a lack
of user understanding and decision relevance [126].

Nevertheless, researchers have continued to introduce diagnostic systems with ex-
planation to increase the acceptance of decision-making systems by expert users (i.e.,
healthcare giver). For example, Gage, et al. [127], Lip, et al. [128], and Letham, et al. [129]
introduced three applications to calculate the probability of having a stroke in the future
for a patient with atrial fibrillation. The applications can interpret the resultant score based
on the probability of a pre-crafted set of contributing features.

Differences have been found in the explanation preferences of children and adults.
Using a Nao-robot to educate children with Type 1 diabetes, Kaptein, et al. [95] used GHT
to provide goal and belief-based explanations to 19 children and parents. Both groups
preferred goal-based explanations, but adults’ preferences were significantly stronger than
the childrens’ preferences. These findings confirm that appropriateness of an explanation
highly depends on the situation and the receiver [130]. No data was captured to measure
mutual understanding, relevance or perceived relationship with the Nao-robot.

The study by Kaptein, et al. [95] is one of few investigating the role of XAs in health.
Where explanations are provided by ECAs, they tend to be in the form of general edu-
cation and guidance to users with little sense of personalisation. An example of an ECA
providing explanations in the form of educating and guiding the users is the study by
Bickmore, et al. [37], with 29 participants. The study found users were more likely to
consent to participate in a study after receiving an explanation about the study by an agent
rather than a human, particularly those with low health literacy. Similar results have been
reported by Zhou, et al. [131], with 149 patients who interacted with a virtual discharge
nurse to receive instructions and explanation on the discharge procedure and what to
do after. Two conclusions could be drawn from these studies. First, explanation plays a
vital role in the user’s decision-making process concerning their health. Second, the use



Multimodal Technol. Interact. 2021, 5, 56 11 of 20

of an ECA could be more beneficial than a human in contexts where patients feel more
comfortable disclosing information or discussing sensitive topics with ECAs rather than a
human. We do not classify these ECAs as XAs because they do not explain their reasoning
or the human’s reasoning.

While the literature reports the need to modify the belief and goal-based explanations
according to some features in the user’s profile, to-date only approximately 8% of current
work in XAs include personalisation and user models [79]. The majority of that work,
however, uses the agent’s beliefs and goals in the explanation. In the context of behavior
change to manage study stress, where the human is recommended to perform an action, the
work of Abdulrahman, et al. [132] suggests that for the recommendation and explanation
to be relevant and persuasive, the reason explanation needs to be based on the beliefs and
goals of the user. The work of [132,133] aims to increase the user’s behaviour intention
using an ECA, named Sarah, that provides recommendations with explanations to consider
the user’s beliefs or mental state, rather than the ECA’s. That work distinguishes between
the behaviours of the agent and the user, and investigates the following question: how
does a user perceive the agent’s explanations that refer to the the user’s own beliefs or
goals in terms of their intention to change their behaviours as recommended by the agent?
A study with 91 participants who received recommendations with belief-based, goal-based
or belief & goal-based explanation rated the explainable virtual advisors (XVAs) similarly
concerning trustworthiness and the level of WA. Besides the user profile, this relationship
was able to predict up to 40% of the change in the intention to do the recommended
behaviours after interacting with an XVA along with some factors from the users’ profiles.
This finding aligns with the concept of WA: where adherence can be predicted by the level
of therapist-patient relationship. While for most of the recommended behaviours there was
a significant change in intention following the interaction with the XA, this was true for all
explanation patterns (belief only, goal only, belief and goal). But for some behaviours, the
work found that longer explanations, using the belief and goal pattern, was a hindrance
in intention to perform that behaviour. This work shows the importance of relevance,
communication and WA which is demonstrated in an explanation that includes what has
been discussed between the agent and human.

3.3. A Comparison of Health ECAs and XAs through WA Lens

ECAs offer several features essential for a WA and which are not common in other
eHealth technologies. A review by Hillier [134] exploring the nature of the WA delivered
in digital interventions, identified the importance of interactivity and availability. Another
recent comprehensive narrative review of working alliance in Digital Mental Health Inter-
ventions by Tremain, et al. [135], questions the ability of unsupported digital interventions,
that is interventions that involve technology without human support, to provide the bond
element in Bordin’s WA definition. They cite two exceptions, the Bickmore, et al. [113]
study mentioned above and a study by Holter, et al. [136] involving the CA Endre that
used human strategies including humor, personalization and empathy to build a WA to
encourage smoking cessation, however WA and outcomes were not measured. The review
by Tremain, et al. [135] found that digitally delivered WA interventions did not directly
link to improved health outcomes, in contrast to interventions involving what they call
“face-to-face therapies”. They conclude the need for technology to “emulate relational
characteristics” and investigate how digital interventions can not only build WA but also
deliver improved health outcomes. We believe that ECAs are able to tick the box for
interactivity, availability, bond element, emulate relational characteristics and even deliver
face-to-face therapies, if one considers that both the ECA and the human both have faces
and communicate together. So how can we improve the WA and benefits ECAs deliver?

Credibility has been identified as a factor that influences WA from the client’s perspec-
tive [137]. Credibility is tightly connected with trust. Trust in a mobile-based intervention
affects the quality of the WA [138]. While there are many definitions and operational-
isations of trust, the most common integrated model is by Mayer, et al. [139], which
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operationalised trust as the perception of the three factors of trustworthiness: ability,
benevolence and integrity. Ability equates to competence. Due to this some ECA re-
searchers (e.g., [119,120,132,133]) have measured trust and its influence on the human-ECA
relationship. As argued in Section 2.3, providing explanation plays an important role
in development of trust. Hence, we argue the need for XAs and propose that, without
explanation, an ECA will be less able to gain trust and build a WA.

Drawing together important factors for development and measurement of WA, we
compare the ECAs and XAs presented in the previous two sections. Table 1 lists examples
of ECAs for behaviour change. We don’t include the criteria of accessibility, as this is a
function and driver for all ECAs. The first column identifies the ECA /XA followed by the
targeted health behaviour in column 2. Concerning the feature of interactivity, we consider
the nature of user inputs and ECA outputs, columns 3 and 4. Column 5 identifies the theory
underlying the ECA’s design to identify whether WA or another strategy was used. Given
the issues raised by Tremain, et al. [135], concerning whether digital interventions can
achieve the bond element of the WA and deliver improved health outcomes, we compare
the measures of the human-ECA relationship and change in behaviour.

Table 1. Comparison of ECA/XAs for Behaviour Change.

- Interactivity Main D Measures
arget ain Design
ECA/XA . -
Behaviour User Input ECA Output Strategy/Theory User-Agent Behaviour Change
Relationship
Facial expressions Adaptive emotional 1 tion each on Likelihood of
ECA Greta [140] Healthy eating Multiple choice and spoken aptive emotiona question ach o following the advice
expression liking and trust A ;
utterances (TTS) after the interaction
Facial expressions,
movement of body, WAL Iikin
ECA Laura [109] Exercise Multiple choice hand and head, Relational cues, WA th . ntg Daily walking steps
and spoken ¢ age
utterance (TTS)
ECA Elizabeth [112] Exercising Multiple choice Spoken utterances Relational cue, WA Bond from WA A change in attl.tude
(spoken) (WoZ) towards exercise
Facial expressions,
. . movement of body, s
ECA PTSD Video, voice, hand and head, Empathy Rapport Wllh.n gness to
Ellie [141] natural language disclose
and spoken
utterance (TTS)
TTM, social Number of steps,
ECA Karen [115] Physical activity, Multiple choice Spoken utterance cognitive theory Self-report and amount of
N diet (spoken) (TTS) and motivational satisfaction fruit and vegeta-

interviewing, WA

bles consumed

Excessive alcohol

Facial expressions

1 trust question,

ECA Amy [119] i Facial expression and spoken Empathy ial -
consumption utterance (TTS) social presence
ECA Spoken utterance Motivational 2 trust, 4
) Substance use Speech . P relationship -
Tinna [120] (TTS) interviewing .
questions
- . . Increased
ECA Dr Evie [108] . Pedlg tric Multiple choice Spoken utterance WA, empathy WAI adherence, reduced
incontinence (spoken) (TTS) and text incontinence
GHT to measure
XA Education on Type None—no Spoken utterance preference for Goal B ~
Nao [95] 1I diabetes interaction (TTS) and text or belief based
explanations
Social interaction, WA, reason WAL, Change in
XA healthy eating, Multiple choice Spoken utterance explanation, trustworthiness behaviourgin tention
Sarah [132,133] exercise, caffeine (spoken) (TTS) and text relational (ability, benevolence for the 4 behaviours
reduction cues/empathy and integrity)

In summary, ECAs have been investigated to address the problem of health behaviour
change mainly for physical activity and diet. The reported results are promising and
indicate the capability of ECAs in motivating users to adopt healthier behaviours or aban-
don unhealthier ones. Several studies attempt to address the problem by establishing the
user-agent relationship or endowing the agent with therapist practice skills. To build this
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relationship, researchers designed their ECAs with verbal and/or nonverbal behaviours.
While only half of the ECA/XAs were designed with WA in mind, most of those studies
hypothesise the efficiency of the use of socio-emotional cues to build the user-agent rela-
tionship, their main focus in the evaluation was to measure the user’s bond with or trust
in the agent. These ECAs boost the sense of a user-agent WA but with conflicting results
for the impact on behaviour change [47]. Empathy has been the driver for the design of
some ECAs. While empathy is efficient in building the human-agent relationship, it has a
different definition and operationalisation as a means to build mutual understanding, par-
ticularly in the health domain [21], and is less relevant for encouraging change in behavior
intentions. Finally, we note that only 2 out of the 10 ECAs reviewed also offer explanation.

4. Conclusions and Future Directions

As a technology-based intervention, ECAs could successfully play the role of the
therapist and build a WA [98]. This relationship implies establishing user-agent mutual
understanding which could be the result of positive emotional communication [20] or
providing an appropriate explanation [22]. Affective agents that use empathic verbal
and non-verbal communication behaviours have been shown to build strong rapport [20]
and be more persuasive [142]. Given that socio-emotional cues may not be enough to
foster a WA that can promote adherence, more attention should be paid to user-agent
collaboration on the treatment tasks and goals during the interaction [112,113]. This prior
finding is congruent with the principle of a WA. The WA mainly refers to the mutual
understanding between the user and the therapist (the ECA, here), which is achieved by
collaboration and agreement on the treatment tasks and goals, which consequently builds
the bond. This agreement could be achieved through explanation that eventually fosters
user-agent trust [22]. Thus, we review the use of explanation in building a WA for health
behaviou change.

A key question remains concerning the need and ability of ECAs to build and maintain
long-term relationships [109,143-145]. Without studies that test long-term interaction, it
is not feasible for participants to realistically comment on their relationship with the
agent [120]. The improved health outcomes delivered by Dr Evie were only possible
due to six months access [108]. Where the ECA acts as a coach, for example for weight
loss [109], one can expect an ECA to be consulted on a daily basis and to be able to
keep the human engaged for that extended period [146]. The problem of repetitiveness
motivated development of the DTASK framework [37]. Based on the findings of two RCTs,
Bickmore, et al. [146] conclude that autobiographical and interactive, e.g., involving the
user, storytelling by the agent and including references to current weather and sport events,
taken from the internet, are two key strategies for maintaining user engagement over
time. Cole-Lewis, et al. [147] identify the need for different definitions and measures for
engagement for short and long-term interactions. They argue that for (medium to long
-erm) digital behavior change interventions, ECAs need to go beyond (short-term) health
behavior engagement, to include features that support behavior change and frequency of
use, as measured by length and depth of use.

The ECAs presented in this review each provide their own expertise. However, in
reality, health consumers are likely to require advice from more than one health domain
expert [148]. This can in part be solved by ECAs that provide advice for more than one
domain (e.g., [149]). However, a single coach approach raises two key issues: what advice
to follow first and what to do if the advice is conflicting. The Council of Coaches applica-
tion [150,151] offers a holistic ECA-based solution to both of these problems by providing
multiple ECA coaches that collectively manage the individual’s health behaviours includ-
ing two obligatory coaches one for physical activity and another for diet, and diabetes and
chronic pain coaches for users with those health issues. There are also expert coaches in
cognition and social activity and a peer support agent and an assistant that guides use of
the application. Consistent with the suggestion to provide biographic stories [146], these
coaches not only have their own roles and expertise, they each have their own life story.
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Users can select which coach they want to speak with and other coaches can add in their
viewpoint as needed. A 5-9 week study in the Netherlands with 51 adults aged 55 and
over (mean age 65.3), found that after 5 weeks, 21 participants continued to interact with
the Council of Coaches and reported minimal clinical important differences in their quality
of life [151].

The findings from the literature provide successful examples of ECAs’ reason expla-
nations, using the agent’s beliefs and goals to explain their behaviours, with evidence of
the importance of tailoring the explanation pattern to the user profile [95,152]. However,
these explainable ECAs/XAs did not take into account the human user’s beliefs and goals.
Initial work has begun in this space (e.g., [132,133], but in general, CAs need greater un-
derstanding of the user including medical histories and preferences stored as user-specific
models and real-time physiological and emotional signals from users to provide person-
alised and tailored interactions with ECAs over the long term. Interpretation of various
inputs, generation of recommendations and reasoning about appropriate ECA responses
will require utilisation of and further advances in other areas of artificial intelligence such
as machine learning, image processing and natural language processing.

As technology advances further and CAs play important roles in health behaviour
change, the ethical appropriateness of building a WA with a computer should be con-
sidered. Porra, et al. [153] argue “that feelings are the very substance of our humanness
and therefore are best reserved for human interaction” (p. 533). Hudlicka [154] identifies
that, in addition to common concerns such as data privacy, CAs raise concerns of affec-
tive privacy (the right to keep your feelings private), emotion induction (manipulation of
ones feelings), and creation of human-agent relationships that might create dependencies,
loss of touch with reality, replacement of human social relationships or other unhealthy
outcomes. Recognising that learning is a social activity which can be supported by peda-
gogical agents and acknowledging the potential risk that students might prefer to interact
with pedagogical agents instead of learning to engage with human teachers and peer-
learners, Richards and Dignum [153] recommend a design for values approach to develop
and deploy ethical CAs involving openness and participation following the principles
of accountability, responsibility and transparency. Following the five Al4People ethical
principles of beneficence, non-maleficence, justice, autonomy and explainability [154], XAs
can play an important role to empower humans by making them aware of the relevant
decision process and options, helping them to reflect on their current behaviours and what
they hope to achieve and to educate consumers on the different choices through personal
and relevant recommendations and explanation. In the health behaviour change context,
CAs and XAs in particular, can fill the gap in access to costly and limited human health
professionals and potentially offer some advantages [117], to allow individuals to achieve
personal and societal goals in which the consumer/patient exercises self-management of
their health and wellbeing behaviours.
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