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Abstract: The deterioration module (DM) is one of the four major modules necessary for any bridge
management system (BMS). Environmental conditions, structural systems, bridge configuration,
geographic location, and traffic data are some of the major factors that affect the development of
deterioration modules. This emphasizes the need for the development of deterioration models that
reflect the local conditions. In this article, some of the most important factors that could help in
developing deterioration models in the Gulf Cooperation Council (GCC) were identified. The research
was conducted in three phases; in the first phase, an extensive literature search was conducted to
identify factors adopted in different deterioration models, and in phase two, the most relevant factors
to the GCC environment were selected and these factors were further reduced based on input from
local bridge experts. The result from the second phase is a list of factors identified by the experts.
The identified list was utilized in phase three, which was focused on conducting a survey targeting
bridge engineers to help identify the final selection and rank the factors according to their importance
level. The results indicate that steel reinforcement protection, design load, chloride attack, type of
defect, and age are the most important factors impacting bridge deterioration in the GCC. In addition,
the time of rehabilitation; average daily truck traffic, ADTT; and average daily traffic, ADT, are the
second most important factors. Factors with medium importance level are deck protection, services
under the bridge, and inspection gap. The least important set of factors include temperature and
wind load.

Keywords: bridge management systems; deterioration models; environmental factors; bridge evaluation

1. Introduction

Transportation infrastructure plays a crucial role within major cities around the world.
Within the GCC countries, there has been a major development in transportation infras-
tructure over the past few decades. Bridges are considered one of the most important
infrastructure projects that require a significant budget and a high degree of safety. More-
over, the number of bridges within the GCC region is increasing. This increase and the age
of existing bridges highlight the need for plans to maintain these bridges in excellent opera-
tional conditions, which requires huge funds and efforts. Bridge deterioration is one of the
major threats that may cause the sudden failure of some bridges. A bridge management
system (BMS) is one of the effective tools that has been proposed to improve the efficiency
in managing the inspection, maintenance, condition prediction, and budget allocation for
bridges at both project and network levels. A BMS usually contains four basic modules,
database, maintenance cost, deterioration, and decision making and optimization. The
deterioration module is a very important module because it predicts the future condition
of the bridge to assess proper planning for maintenance strategies and allocation of the
budgets. Concrete bridges are widely constructed and preferred in the GCC countries
due to their durability and the availability of raw material and workmanship. However,
concrete bridges are exposed to many external deterioration mechanisms originating from
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environmental influences that decrease their serviceability and may compromise their
integrity. Identifying the factors that affect bridge deterioration will help in developing
reliable deterioration models.

In the GCC region, the number of bridges is increasing and only a few of these
countries have started the development of bridge management systems that ensure that
bridges are maintained in good condition. In addition, the few developed BMSs do not
include deterioration models yet. In the first attempt of this research, the goal was to
develop a deterioration model for bridges in the GCC. The research team contacted road
departments in Kuwait and the UAE to collect data that can be utilized to develop a
deterioration model. However, after obtaining the available data, it was found that there
are no sufficient maintenance and inspection records and defects’ data to help in the
development of a deterioration model. Therefore, the aim of this research was shifted to
consider identifying the factors that impact bridge deterioration in GCC countries. Such
factors are essential for the GCC countries to start collecting important data regarding the
existing bridges, which will lead to the development of robust deterioration models.

2. Research Significance

Deterioration models are one of the main modules in any BMS as they facilitate the
prediction of the maintenance requirements to preserve the bridge’s integrity and the safety
of the public. Identifying the key factors that should be considered, when developing
deterioration models within the GCC, is an essential step towards the development of real-
istic models. Identifying these factors can be of great benefit for the authorities managing
bridges in the GCC and could be utilized to develop deterioration models that reflect the
local conditions.

3. Literature Review

This section provides a review of previous research to help understand the factors
that affect bridge deterioration, which have been considered in different models around
the world. First, an overview of bridge management systems (BMSs) and their common
modules is presented. The second part of this section focuses on deterioration models, their
types, and the common factors that have been adopted in the development of the models.

3.1. Bridge Management Systems

A bridge management system (BMS) is considered one of the best tools used to monitor
bridge activities and the health condition of the bridges. It is a process to help in making
decisions regarding the maintenance, rehabilitation, and replacement of bridges in the most
efficient approach [1,2].

The need for BMS was first realized in the United States after the “Silver Bridge”
incident. On 15 December 1967, the Silver Bridge collapsed under the weight of rush-hour
traffic. Accordingly, recommendations were made to the US Secretary of Transportation
to begin a research program aimed at developing new inspection procedures. From that
perspective, the Federal Highway Administration (FHWA) introduced the National Bridge
Inventory (NBI), where all the states are required to report all inspection data, which
eventually became the inventory of all BMS in the USA [3]. The BMS helps in maintaining
the health and well-being of the bridges [4–6].

3.1.1. BMS Modules and Software

The four major modules of BMSs were defined by the American Association of State
Highway and Transportation Officials (AASHTO) guidelines in 1993 and were re-defined
by Czepiel [7]. These modules are the database, the maintenance cost, the deterioration,
and the decision making and optimization.

The FHWA through the National Cooperative Highway Research Program (NCHRP)
initiated a research project for the development of a BMS and came up with the first BMS
software called PONTIS 1.0. The software was first developed in 1991 and then licensed
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by AASHTO in 1994 [5,8]. Approximately 50% of the U.S. transportation agencies have
adopted PONTIS for their bridge management activities [9]. However, the accuracy of the
predicted conditions of bridges might not be reliable enough if the input data are based on
visual inspections only [10].

Another BMS software that is commonly used in the USA is BRIDGIT 1.0. It was
developed by NCHRP in 1998 and has similar functions to PONTIS. The major difference
is that BRIDGIT has an optimization module, called OPBRIDGE, which uses a “bottom-up”
analysis method for cost planning [10].

3.1.2. Common BMS Practices around the World

There are currently numerous BMS packages in service around the world. Some of
these systems were genuinely adopted from the PONTIS or BRIDGIT systems but were
modified to fit the local conditions. A brief discussion on the common BMSs around the
is summarized in Table 1. The information in Table 1 provides some observations on the
developed BMSs in different parts of the world. In addition, it discusses the historical
development of each system. Development of BMSs is discussed in detail in several
previous studies [1,5–7,9].

Table 1. Summary of BMS practices around the world.

Region Comments

North America
Although PONTIS and BRIDGIT were mainly used in the U.S., some other states and provinces in

North America such as New York, Indiana, Pennsylvania, North Carolina, Alabama, Florida,
Denver, and Ontario have developed their own bridge management systems [3,5,7,11–22].

Europe

Denmark developed a BMS, which includes six modules, called DANBRO (DANish Bridges and
Roads) in 1988 [13,23]. Although DANBRO does not include a condition deterioration module, it
has been implemented in Saudi Arabia, Mexico, Colombia, Honduras, Croatia, and Malaysia [24].

A bridge management software named SIHA was developed in Finland. At the beginning, the
system included inventory data only [25]. The latest version of the system included a deterioration

module that optimizes the maintenance and repair costs using a probabilistic Markov Chain
model [3,26]. Another BMS named Highway Structural Management Information System (HiSMIS)

was developed in the UK [27]. Belgium, Norway, and Sweden operated a functionally complete
BMS that included inventory, inspection, and maintenance modules. However, only Belgium’s BMS
included a deterioration model [28]. The BMS applied in Belgium and Sweden lacks a life-cycle cost

analysis module to plan for optimal maintenance planning [13,29]. Finally, France, Germany,
Hungary, and Italy have developed basic BMSs to manage the bridge activities. Their BMSs basically

involve inspection and condition ratings [30,31]. A maintenance decision support system is
implemented in Germany and Italy [28,32].

Africa and Asia

The South African National Roads Agency Limited (SANRAL) developed a BMS named
STRUMAN by the Council for Scientific and Industrial Research (CSIR) [33].

The first BMS in Japan was developed in 1995 and it was mainly for bridge condition ratings and
rehabilitation strategies [3]. Miyamoto et al. [34] proposed a comprehensive bridge management

system for Japan called J-BMS.
The Indonesian Directorate General of Highways developed a bridge management system that
contains modules to store inspection data, rank the bridges, prepare a report with annual and

five-year programs of bridge work, and optimize the required repair works [13].

Australia and New Zealand

A report was initiated with the proposed BMS by Steele et al. [35] that included four modules:
activities, engineering inputs, management inputs, and outputs. The engineering inputs module
provides a set of feasible actions that can be taken [12]. The output module provides data on the

bridge condition prediction, options for maintenance, and estimated costs [13].

3.2. Deterioration Models

Concrete bridges tend to deteriorate with time. Thompson et al. [36] emphasize that
an effective BMS should be equipped with a reliable deterioration model. Deterioration
models are models designed to predict the future condition of the bridge to assess proper
planning for maintenance strategies and allocation of the budgets. Many deterioration
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models have been developed to help in predicting the condition of the bridge elements. The
models are developed through different techniques that can be classified into deterministic,
stochastic, and artificial intelligence.

Deterministic deterioration models are obtained through statistical and regression anal-
ysis based on the historical data on the structural deterioration [37]. These models do not
provide enough accuracy for prediction of the bridge performance and may underestimate
or overestimate the bridge condition at a specific time [38].

Stochastic models are probabilistic models that consider the uncertainty and randomness
within deterioration conditions. A stochastic approach can also be used to incorporate envi-
ronmental influences and material characteristics into the deterioration model [39]. Models
developed using this approach can be state-based models or time-based models [40].

Artificial intelligence (AI) models are computational models that use AI techniques
like Artificial Neural Networks (ANNs) [41]. The ANN consists of networks of an input
layer, hidden layers, and an output layer, which are parallelly interconnected [42].

3.3. Factors Included in Deterioration Models

Concrete bridges are affected by many deterioration factors such as traffic volume
and environmental conditions associated with the bridge’s location, which accelerate the
degradation process. Many studies have developed deterioration models using different
methods and have included different parameters in the developed models. The following
subsections briefly discuss the factors included in different deterioration models.

3.3.1. Factors Considered in North America

Although some of the states used the same methods and types in developing the
deterioration models, different factors were considered in each model, based on the local
conditions. Age, average daily traffic (ADT), and average daily truck traffic (ADTT) were
found to be the most common factors adopted in the deterioration models developed in
North America [8,38,42–62].

Madanat et al. [44], Moomen et al. [14], and Saeed et al. [53] have developed different
deterioration models for Indiana. The common factors found in the three studies were the
following: age, ADT, state or non-state type of bridges, freeze and thaw cycles, number of
spans, bridge length, skewness, and type of services under the bridge. Deck protection was
adopted only by Moomen et al. [14]. Madanat et al. [44] were the only ones to consider the
humidity, wearing surface type, bridge width, and structure type in their model.

In Ohio, Ramani [56] considered geographical location and bridge material type, while
AlThaqafi and Chou [57] included skewness, ADT, design type, number of spans, bridge
length, deck width, and design load in their model. The age of the bridge was the only
common factor between the two models.

Winn [42] and Chyad [58] used ANN, deterministic, and stochastic approaches to
develop a deterioration model in Michigan. Common factors used in these studies were
age, ADT, and structure type.

Weissmann et al. [60] developed a deterioration model in Texas utilizing inventory
data, which considered climate factors such as rainfall. Other studies [10,59–61] have also
considered the environmental effects on bridge deterioration when developing different
deterioration models. Shengzhi et al. [62] categorized the US into five zones: Hot-Humid,
Mixed-Humid, Hot-Dry/Mixed-Dry, Cold/Very Cold, and Marine. There are several
states that considered the effect of the environmental parameters in their deterioration
models [14,43,44,48,53,54].

Foster [63] conducted a survey of the state departments of transportation (DOTs)
to investigate their experience with bridge deterioration models. Twenty-nine states re-
sponded, with seventeen states that have a deterioration model in their BMS and seven
states that do not use bridge deterioration models in their BMS. The most common factors
in the deterioration models reported were age, superstructure’s material, condition rating,
average daily traffic (ADT), and deck wearing surface.
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In Canada, Marcous [45] considered highway class, region, age, ADT, and span length
in the deterioration model. Morcous et al. [55] included more factors in their model such as
ADTT, skew angle, structural system, wearing surface, and girder material and spacings.
Another study in Ontario by Martinez et al. [59] was conducted to predict the condition
rating of the province’s bridges using different types of models and a set of variables for the
models. The set of variables includes rehabilitation time, number of spans, bridge length
and width, region, age, and bridge material.

3.3.2. Factors Considered in Other Countries

To forecast the bridge condition rating using condition rating data, Khairullah and
Roszilah [64] developed an ANN deterioration model in Malaysia. Another study by
Al Hussein [61] utilized the inventory data of London bridges, where the defect type,
exposure condition, and bridge component type were used as input parameters for the
ANN deterioration model development.

A study in Japan was conducted by Miao [65], where an ANN deterioration model
was developed using age, ADT, ADTT, and bridge geometry as factors included in the
model. The study also involved climate-related factors such as snow and rain precipitation,
temperature change, chloride, and carbon dioxide content. The same environmental factors
were used in a study in China but without considering the rain precipitation, chloride, and
carbon dioxide content [66].

Environmental factors were also considered in deterioration models in Australia. In
addition to age, ADT, ADTT, and structure type were adopted by Callow [11], and the
chloride and sulphate content were included in the ANN deterioration model developed
by Hasan [67].

In Europe, a deterioration model was developed in Finland based on age, freeze–thaw
cycles, carbonation depth, and reinforcement corrosion [25]. In Serbia, the deterioration
model included structural components and inspection gap [68]. In the Netherlands, Kallen
and Noortwijk [69] considered age and condition data of the bridges to develop a Markov
deterioration model.

Santos et al. [70] in Brazil categorized the bridge data according to geographic location,
material type, and superstructure type to develop Markovian and ANN deterioration
models. For each bridge category, age, deck width, and bridge length were considered
as parameters in both models. Another study in Brazil was conducted by Furtado and
Ribeiro [71] in which they used age, bridge length, number of spans, bridge material, traffic
volume, and different classes of environmental aggressiveness as variables for the semi-
Markovian model. A stochastic model that considered age and environmental conditions
was also developed in Japan [72].

3.3.3. Discussion of the Factors

This section discusses the findings regarding the factors that have been adopted in
the development of deterioration models for bridges. Figure 1 summarizes the thirty-
three factors found in the literature review, and these could be classified into six groups;
environmental factors, structural-related factors, dimensional factors, factors related to
geographic location, traffic, and other factors. In addition, the structural-, traffic-, and
dimensional-related factors are the most included in the development of deterioration
models. Figure 2 shows several structural-related factors which were included in different
deterioration models. The age of the bridge and the superstructure type are the main factors
that were included in the development of DMs. Furthermore, snow, rain, temperature,
humidity, freeze index, number of freeze–thaw cycles, number of cold days, carbon dioxide,
chloride, sulphate, and salt usage are some of the environmental conditions that are
included in DMs, as shown in Figure 3. It is worth noting that the data in Figures 2 and 3
are based on the reviewed references. Therefore, the percentages shown in the two figures
represent the percentage of references.
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Traffic, dimensional factors, geographic location factors, and other categories are
summarized in Table 2. In addition, the table provides the frequency of using each factor
and relevant references that considered different factors. Some factors have been rarely
adopted by researchers when developing deterioration models. Examples of these factors
include deck and steel reinforcement protection, type of defect, inspection gap, bridge
elevation, girder material and spacing, approach surface type, sulphate and carbon dioxide
content, and salt usage.
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Table 2. Summary of other factors included in different DMs.

Category Factor No of Times
Mentioned References

Dimensional factors

Bridge elevation 1 [65]

Span length 8 [38,44–46,55,73–75]

No of spans 15 [3,10,14,38,42,44,49,53,57,59,67,71,76–78]

Bridge width 13 [3,38,44,46,57,59,65–67,70,74,75,79,80]

Bridge length 18 [3,10,14,46,47,49,53,57,59,65,67,70,71,74–76,78,81]

Factors related to
geographic location

Services under
the bridge 6 [11,14,48,53,60,78]

State or interstate 6 [8,14,44,51,53,78]

Region or location 7 [48,50,54–56,70,76]

Traffic
ADT 31 [3,8,10,11,38,42–52,55,57,58,60,65,67,70,71,73–77,79,80,82]

ADTT 18 [3,10,11,14,42,46,51–55,65,67,70,71,73,77,78]

Others

Wearing surface type 5 [8,44,49,52,55]

Time of rehabilitation 5 [43,59,60,76,82]

Inspection gap 3 [3,47,68]

Defect type 2 [60,83]

Because the objective of this research is to identify the factors that contribute to the
deterioration of bridges in the GCC, there are some factors mentioned in the literature
that are not applicable to the climate condition in the GCC region. These factors are freeze
and thaw cycles, number of cold days, and salt usage for deicing. It is apparent that these
factors are related to cold-weather countries, where snow and rain have a huge effect on
the structures. Accordingly, these factors do not apply to the GCC countries. As a result,
twenty-seven factors are included in the interview phase of this research.

It can be recognized that the development of deterioration models depends on different
factors, based on the available data. The majority of the BMSs within the GCC are still
under development and many of them do not include well-defined deterioration models.
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Therefore, identifying the most important factors that can impact bridge deterioration
within the GCC can help the local agencies in the planning and development of their BMSs.

As can be recognized from this review, the concrete bridge’s structural deterioration
can be affected by several factors. Such factors include, but are not limited to, environmental
conditions, structural systems, bridge configuration, geographic location, traffic data,
etc. These factors differ in their level and impact on the bridges within different regions
or countries. Therefore, a bridge deterioration model should be different for various
geographic locations. Based on that, this paper aims to identify the most important factors
that impact bridge deterioration within the GCC countries.

4. Research Design and Methodology

In this section, the research methodology is presented. It includes the explanation
of different research approaches that will help in developing the research strategy and
the methods of data collection and analysis for the selection of suitable methods for this
research. In the last part of this section, the plan for conducting the research and achieving
its objective is presented.

4.1. Research Approach

The main approach followed in this research focuses on identifying the proper tech-
niques to collect and analyze the data with the most suitable methods to achieve the
research objectives [84–86]. In addition, the research approach within this paper discusses
the use of deductive and/or inductive approaches [87–91].

4.2. Research Strategy

The research strategy will select one of the main analysis methods, namely, the quali-
tative, quantitative, or mixed methods [89]. In brief, the quantitative method allows the
researchers to obtain a broad and generalizable set of findings and present them in a much
clearer way through a deductive approach [88]. In addition, quantitative methods require
the researcher to use a pre-constructed standardized method or pre-determined response
categories that fit with the participants’ perspectives and experiences [92]. On the other
hand, in the qualitative method, participants’ experiences and opinions are expressed
through open-ended questions. This method is concerned with the process, context, in-
terpretation, meaning, or understanding through inductive reasoning. Finally, the mixed
methods involve combining qualitative and quantitative data in a research study [90]. A
mixed-method strategy allows the researcher to use inductive and conductive approaches
to answer the research question using different data collection techniques [93,94].

4.3. Research Methods

After discussing the research approaches and different research strategies in the
previous section, this section includes the tools to conduct the research, which are data
collection and data analysis methods.

4.3.1. Data Collection Methods

A research design comprises identifying the problem statement and then setting the
research strategy, which includes the data collection method, sampling design, time horizon,
and data analysis [90].

The most popular qualitative data collection methods include interviews, case studies,
and focus groups [87]. The interview method provides the researchers with an immediate
follow-up and clarification for the required data. Qualitative research relies extensively on
in-depth interviewing to distinguish the qualitative data and information required [90].
A case study involves the empirical investigation of a contemporary phenomenon, using
multiple sources of evidence [88]. This method enables the researcher to consider multiple
sources of evidence and thus it is possible to evaluate them and deal with the studies that
may include several variables of interest [91].
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The survey method is a tool that can help in determining attitudes, opinions, under-
standing, and predicting behaviors through asking a set of questions to a sample of persons
representing a population [95].

4.3.2. Data Analysis Methods

Qualitative data analysis involves identifying common patterns within the responses
and critically analyzing them to achieve research objectives. There are four common ap-
proaches to analyze qualitative data, which are content analysis, thematic analysis, textual
analysis, and discourse analysis [96]. On the other hand, quantitative data are analyzed
by statistical methods. The Relative Importance Index (RII) is a descriptive statistical
method for quantitative data analysis. It is used to determine the relative importance of
quality factors by ranking them according to their importance value [97]. Many studies
have applied the RII in surveys to identify the ranking of different factors included in a
study [98–100].

4.4. Research Design Process

To best design the process of this research, the objectives need to be clearly identified.
As the main objective is to identify the factors that impact bridge deterioration in the GCC
region, the following tasks were followed to accomplish the objective of this research:

1. An extensive literature search was conducted to identify the available deterioration
models and the factors that contribute to bridges’ deterioration around the world.

2. The most important factors relevant to the GCC countries were considered for further
evaluation and analysis.

3. Several factors were recommended for consideration when developing DMs for the
GCC countries to reflect the local conditions in the region.

4.4.1. Research Phases

The above-mentioned tasks are conducted in three phases. In the first phase, a com-
prehensive literature review on the developed deterioration models around the world was
conducted. In addition, several factors that were adopted in the models were identified.
These factors were classified into six groups; environmental factors, structural-related
factors, dimensional factors, factors related to geographic location, traffic, and other factors.
With a total of thirty-three factors found in the literature, only twenty-seven factors were
considered in this study based on the environmental conditions of the GCC countries.

The second phase focuses on investigating the factors that contribute to bridges’
deterioration in the GCC countries. This phase includes identifying the most influential
factors that affect bridges’ deterioration among the twenty-seven factors concluded from
the literature review and exploring more factors that were not mentioned in the literature
but may have major effects on the bridges in the GCC. The goal of this phase is to identify
the factors that contribute to bridges’ deterioration more than the others from the twenty-
seven factors identified in phase one. The prioritization of the factors based on importance
is conducted by collecting both qualitative and quantitative data from bridge experts. This
phase is performed based on the inductive approach, where it focuses on developing a
theory from the general observation of adopted factors in different deterioration models
around the world to reach a specific conclusion about the suitability and applicability of
these factors to the GCC region. The convergent parallel mixed method is considered a
well-suited method for collecting the data through conducting a semi-structured interview
targeting expert bridge engineers. The interview considered an effective technique for data
collection that enables the researcher to clearly understand the effects of different factors
on bridge deterioration and how each factor is considered by the authorities in the GCC.
This information will help in analyzing the data for the next phase. The following step of
this phase is to analyze the data collected from the interviewees using numerical methods
and filter the results to identify the factors that have been considered to have the most
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significant impact on bridge deterioration. The identification of the factors is carried out
using the Relative Importance Index (RII) method.

The third phase of the methodology is to evaluate the weights, or the importance level
of each factor, resulting from the interview phase by ranking these factors according to
their effect on bridge deterioration. Knowing the weight of the factors and their effect on
bridge deterioration will help in grouping these factors into classes, which can facilitate
the adoption processes of factors for the deterioration models’ development [80]. This
step is executed by conducting a survey of bridge engineers. The survey aims to collect
quantitative data, where participants are asked to evaluate the importance level for each
factor through assigning weights to each of them. To rank the factors according to the
survey results, the Relative Importance Index (RII) method is applied to analyze the data
from the survey. The resulting factors that have been selected by bridge engineers can be
considered when developing deterioration models in the GCC. Figure 4 shows the process
design of this research.
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In this phase, the research transfers from the inductive approach to the deductive
approach as the final factors will be identified through answering the initial research
question established in the first phase.

4.4.2. Sampling Techniques

There are two primary types of sampling methods that can be applied in research,
which are probability and non-probability sampling. Probability sampling (random sam-
pling) is a technique where every individual can be considered in the sample regardless of
their age, education, background knowledge of the subject, and experience. Probability
sampling is used when the objective of the study is to generalize the findings derived from
the sample to the general population. It is widely used in quantitative research, where
the results are considered as representative of the whole population. There are four types
of probability sampling, which are simple random sampling, stratified random sampling,
systematic sampling, and cluster sampling. On the other hand, non-probability sampling
includes convenience sampling, quota sampling, snowball sampling, judgement sampling,
and expert sampling [90,101–106].

The objective of this study is to highlight the factors that impact the deterioration of
bridges in the GCC. Thus, the non-probability sampling technique is applied and more
specifically the expert sampling best fits the research because it depends on the participant’s
personal knowledge and experience.

The targeted stakeholders for the interview and the survey for the data collection are
experts in road and bridge management such as road authorities, contractors, universities,
and consulting companies in Kuwait and the UAE.

5. Data Collection and Analysis

This section presents the data collected in the interview and survey from different
stakeholders in bridge design, construction, and management such as governmental road
and transportation authorities, private bridge construction contractors, consulting firms,
and universities. The first subsection presents the interview data collection, which includes
the objective of the interview, the criteria for selecting the participants, and the collected
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data. It is followed by the second subsection, which discusses the objective, the criteria for
selecting the participants, and the data collected in the survey. Finally, a brief discussion on
the factors is presented.

5.1. Interview Data Collection and Analysis

The interview phase has two main objectives. The first objective is to investigate the
factors that influence the deterioration of bridges from the viewpoint of bridge experts.
The second objective of the interview is to highlight the factors that have the most impact
based on experts’ responses and consider them for the second step. Within this phase, the
factors that have a minor impact on bridge deterioration, based on the interview results,
will be eliminated. This step is conducted using statistical analysis. The sampling technique
for the data collection is non-probability sampling because selection of the interviewee
is non-random and the findings from this phase will not be confidently generalized to
the population. Approval was obtained from the Institutional Review Board (IRB) at the
American University of Sharjah (AUS) before starting the interviews.

5.1.1. Criteria of Selecting the Interviewees and Sample Size

The participants in the interview have been selected from private and governmental
stakeholders. The criteria for selecting these participants include long experience, having
15 years of experience or more in the design, construction, or maintenance of bridge projects
in the GCC. In addition, these experts must hold a leadership position in their organizations.
The interview phase depends on the participant’s personal knowledge and experience,
and for that, the expert sampling technique is used for collecting the data. The targeted
organizations to select participants from are:

1. The Public Authority of Road and Transportation (PART) in Kuwait.
2. The Road and Transportation Authority (RTA) in Dubai, UAE.
3. Road and bridge contracting companies.
4. Road and bridge consulting companies.
5. Professors in GCC universities.

For the expert sampling as a type of purposive sampling, several studies [107–109]
have clarified that for the non-probability sampling that includes judgment and expert
sampling, the sample size is determined based on judgements as this type of sampling
has no generalization issue. Moreover, Guest et al. [110] confirmed that a sample of
12 respondents can be sufficient, depending on the research problem. Marshall et al. [111]
indicated that proper justification is not always provided for the sample size for interviews.
However, the credibility in the analysis and reporting of data can be based on the accuracy
and robustness of data. They have concluded, based on their findings, that the data
would be saturated, and the minimum number of interviews would be in the range of 15 to
20 interviews. According to Weller et al. [112], approximately 12–16 interviews are sufficient
for reaching saturation for a research project.

Based on the recommended sample size, the targeted number of participants in the
interview phase is 18 participants and the achieved sample size is 15, as shown in Table 3.

Table 3. List of the stakeholders interviewees.

Stakeholder Targeted Sample Size Achieved Sample Size

The public authority of road and transportation in kuwait 5 4

The road and transportation authority in dubai 2 2

Road and bridge contracting companies 4 3

Road and bridge consulting companies 3 3

Professors in gcc universities 4 3

Total 18 15
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5.1.2. Interview Data Analysis

As the objective of the interview is to investigate the factors that contribute to bridge
deterioration, the interview included three parts. The first part involves demographic
information about the years of experience, work sector, and job title. There were 15 positive
responses from the 18 targeted participants, which represents an acceptable response rate of
83.3% [110–112]. As can be seen from Table 3, the interviewees in road and transportation
sectors in both governmental and private institutes represent 80% of the responses, while
the academic respondents represent 20% of the sample.

The second part of the interview included questions concerning the bridge manage-
ment process within the participants’ institute such as the bridge inspection routine and
criteria for initiating the inspection, types of defects found in the bridges, and the bridge
management system applied in their institutes. This part of the interview also included
questions on deterioration models, whether the institute has a deterioration model, and
what factors were included in the model if the institute had developed a deterioration
model for bridges. The results of the bridge management part of the interview revealed the
following information:

1. From the 15 participants from different stakeholders, only 6 stated that their institutes
have a BMS, and only 3 of these BMSs include a simple deterioration model.

2. The factors that have been included in the bridge management system (BMS) were
age, temperature change, structure type and material, number of spans, bridge width,
bridge length, bridge condition index, and bridge reliability index.

3. About 67% of the road and transportation authorities and contracting and consulting
companies conduct inspections of the bridge elements.

4. Only 40% of these institutes conduct preventive maintenance in their bridge manage-
ment program.

5. The participants provided information on the commonly defective elements and the
reason for the defects.

The third part of the interview included two main questions. Based on the factors
identified in the literature, the interviewees were asked to select the factors that influence
bridge deterioration in the GCC countries. In addition, the interviewees were asked to
list any additional factors that influence bridge deterioration. The interviewees selected
14 factors according to their expert opinion which contribute to bridge deterioration. Some
of these factors were related to the environment and climate in the GCC area such as high
temperature, humidity, wind load, and temperature change. Other factors were related
to the defect type such as chloride attack and scouring. The poor-quality control during
construction was also reported as one of the factors that contributed to bridge deterioration.
This includes absence of anti-carbonation paints, absence of cathodic protection for steel
reinforcement, construction and supervision mistakes, and lack of inspection and mainte-
nance. Some of the responses mentioned other factors such as the percent increase in traffic
volumes, structural and design deficiencies, and steel reinforcement corrosion as affecting
bridge deterioration in GCC countries.

To achieve the second objective of the interview phase, a list of 27 factors was pre-
sented to the interviewees, and they were asked to select the factors that contribute to the
deterioration of bridges and assign weights (total of 100%) to these factors. In addition, each
interviewee has the option to add any other factors that are not included in the list of factors.
This step enables the filtration of the factors with a minor impact on bridge deterioration
and the identification of the factors with a significant impact. Table 4 shows the factors
selected by the participants and the average weights given to each of these factors.
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Table 4. Interviewees’ selection of factors from the interview phase.

Factors Average Weight Total No. of Selection

No of Spans 5.33 3

Bridge Length 2.00 3

Bridge Width 1.50 2

Bridge Elevation 5.50 2

Span Length 3.25 4

Precipitation 5.00 4

State or Interstate 6.00 4

Skew Angle 4.33 3

Girder Material and Spacing 3.75 4

Approach Surface Type 5.67 3

Superstructure Type 4.75 4

Time of Rehabilitation 11.17 6

Design Load 11.33 6

Carbon Dioxide 6.14 7

Sulphate 7.50 6

Region or Location 6.33 6

Average Daily Traffic (ADT) 7.10 10

Age 14.00 10

Temperature 6.56 9

Chloride 11.50 10

Inspection Gap 19.50 10

Services Under the Bridge 10.30 10

Deck Protection 9.00 11

Average Daily Truck Traffic (ADTT) 7.17 12

Defect Type 16.00 5

Steel Reinforcement Protection 9.92 12

Wearing Surface Type 0.00 0

As it appears from the values in Table 4, only two factors received a weight that is
higher than 15%. Specifically, these were the inspection gap (19.5%) and the defect type
(16.0%). Also, some factors were evaluated with a weight that ranges between 10% and 15%.
These factors include time of rehabilitation (11.17%), design load (11.33%), age (14.0%),
chloride (11.5%), and services under the bridge (10.5%). Most of the factors (13 factors)
were evaluated with a weight that ranges from 5% to 10%. The rest of the factors received a
weight that is less than 5%. When considering the number of participants who selected
each factor, it shows that there are two factors that were selected by 12 participants. These
factors are ADTT and the steel reinforcement protection. The second set of factors were
selected by 9–11 participants. This set includes ADT, age, temperature, chloride, inspection
gap, services under the bridge, and deck protection. The rest of the factors were selected by
three to seven participants, except for the wearing surface type, which was not selected by
any participant.

The participants in the interview phase evaluated the factors that have different
impacts on bridge deterioration by assigning a weight out of 100% to each factor. As a
result, factors that have a low percentage of weights will be eliminated as their impact
is minor. To analyze the data, the Relative Importance Index (RII) method was used
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to evaluate the relevant importance of the factors to bridge deterioration. Sakhare and
Patil [98] defined the RII method as a non-parametric technique that is widely used by
construction and facilities management researchers for analyzing structured questionnaire
responses for data. Equation (1) is used to calculate the RII for each factor [100]:

RII = ∑ W
A × N

∗ 100 (1)

where W is the weight given to each factor by the respondents (total 100%), A is the highest
weight (100%), and N is the total number of respondents. The final value is multiplied by
100 to obtain the percentage value. Applying Equation (1), the RII value for each factor is
presented in Table 5.

Table 5. Interviewees’ selection of factors from the interview phase.

Factors Total % Weight RII (%)

No of Spans 16 1.067

Bridge Length 6 0.4

Bridge Width 3 0.2

Bridge Elevation 11 0.733

Span Length 13 0.867

Precipitation 20 1.333

State or Interstate 24 1.6

Skew Angle 13 0.867

Girder Material and Spacing 15 1

Approach Surface Type 17 1.133

Superstructure Type 19 1.267

Time Of Rehabilitation 67 4.467

Design Load 68 4.53

Carbon Dioxide 43 2.867

Sulphate 45 3

Region or Location 38 2.533

Average Daily Traffic (ADT) 71 4.733

Age 140 9.333

Temperature 59 3.933

Chloride 115 7.667

Inspection Gap 195 13

Services Under the Bridge 108 7.2

Deck Protection 104 6.933

Average Daily Truck Traffic (ADTT) 86 5.733

Defect Type 80 5.33

Steel Reinforcement Protection 124 8.267

Wearing Surface Type 0 0

The criteria for the nomination of factors to the second phase of this study are created
by finding the limiting RII value for the factors, which is 3.703. The reason for choosing
this RII value as an elimination point is that the total importance indicator equals to 100%
and the number of factors is 27, so dividing the total importance indicator by the number
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of factors will give the minimum percentage weight that might be given to any factor to
consider it.

The analysis of the interview has revealed a total of 12 factors, as highlighted in Table 5.
These factors are time of rehabilitation, design load, average daily truck traffic (ADTT),
age, temperature, chloride, inspection gap, services under the bridge, deck protection,
average daily traffic (ADT), defect type, and steel reinforcement protection. In addition, the
experts suggested wind load as an additional factor. Accordingly, a total of 13 factors will
be included in the survey phase.

5.2. Survey Data Collection and Analysis

This section presents the survey phase. It discusses the objective, the criteria of
selecting the participants, and the sampling technique selection along with the sample size.
At the end of the section, the responses of the survey and the analysis method used are
presented. Before distributing the survey, approval from the Institutional Review Board
(IRB) at the American University of Sharjah (AUS) was obtained.

The objective of the survey phase is to rank the factors that resulted from the interview
phase. The factors that have been chosen by the bridge experts are ranked according to their
importance level and impact on bridge deterioration. This ranking was performed based
on the judgment of the bridge engineers. Ranking the factors that impact the deterioration
of bridges has many advantages to the deterioration model’s development. Abdelhady
and Moselhi [79,80] mentioned that ranking the factors improves the performance of the
model’s prediction by reducing the dimensionality of the data, computational time and
complexity, and memory requirements. Moreover, factor ranking helps in developing more
interpretable predictive models and provides better insights into and understanding of the
most influential factors affecting bridge deterioration conditions [74,113–116]. In this step,
the objective of the research will be accomplished by identifying the final ranking of factors
that impact bridge deterioration in the GCC.

5.2.1. Criteria of Selecting the Participants and Sample Size

The participants in the survey phase are engineers from different private and gov-
ernmental bridge stakeholders. Because of the limited number of bridge engineers and to
collect data from a wide range of experiences, the condition of a specific number of years
of experience in the field was not mandatory within this phase. In this step, the selection
of the participants was restricted to bridge engineers. Therefore, the sampling technique
used was expert sampling. Moreover, some of the bridge engineers could not be reached
directly, and for that reason, snowball sampling was also used in this phase along with the
expert sampling.

Considering the required sample size for the survey, Memon et al. [107] emphasizes
that the sample size is not necessarily as important as the way data are collected. Many
researchers have suggested several guidelines to determine the sample size in surveys. The
sample size is considered as a ratio based on the number of questions in the survey. The
minimum ratio that can be taken as a sample shall not be less than 5-to-1. This method
is generally recommended for exploratory factors [117,118]. Krejcie and Morgan [108]
indicated that a study with a small population in the range of 10–35 will require at least
90–93% of the population to be taken as a sample for the study. According to Kish [119], the
minimum sample size for social science research should be taken as 30–200. Gall et al. [120]
indicated that if the research has a relational survey design, the sample size should not
be less than 30 and comparative and experimental studies require more than 50 samples.
Roscoe [121] developed strategies to ensure a proper sample size that represents the popu-
lation of the study and recommended a sample size of 30 to 500 in most cases. However,
it was also mentioned that for simple experimental research with tight experimental con-
trols, successful research is possible with samples as small as 10 to 20 in size. Finally,
Mooi et al. [122] proposed that researchers should consider estimating the percentage of re-
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spondents that they are likely to reach, the percentage of respondents willing to participate,
and the percentage of respondents likely to complete the questionnaire accurately.

Based on that, the sample size for the survey was planned to have a minimum of
30 participants. The survey started based on expert sampling and then followed a snowball
sampling technique to reach more participants. Table 6 summarizes the list of engineers
that were targeted and the actual number of engineers reached by the snowball sampling
technique willing to participate in the survey. The final number of participants in the survey
is 36.

Table 6. Targeted sample size for the survey phase.

Stakeholder Name Targeted Sample Size Snowball Sample Size

The public authority of road and transportation in kuwait 5 15

The road and transportation authority in dubai 2 4

Road and bridge contracting companies 4 6

Road and bridge consulting companies 3 5

Professors in universities 6 2

Total 18 36

5.2.2. Survey Results and Analysis

The survey was structured in two parts. The first part included questions on years of
experience, working sector, and education level. Figure 5 shows the percentage from each
sector participating in the survey. Approximately 70% of the responses were provided by
participants from the governmental sector and the consulting sector.
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Although there is no requirement for the number of years of experience in this phase,
40.6% of the participants had 15 years or more of work experience in bridges, while 15.3%
had between 5 and 14 years of experience.

In the second part of the survey, the factors concluded from the interview were
presented to assess the level of importance. The participants were asked to evaluate
the importance of the factors according to their effect on bridge deterioration using four
importance indexes: extremely important, very important, somewhat important, and not
so important. The factors that were considered in this part to be evaluated by the engineers
are time of rehabilitation, ADTT, ADT, age, temperature, chloride attack, inspection gap,
services under the bridge, deck protection, steel reinforcement protection, defect type,
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design load, and wind load. The participating engineers evaluated the factors as shown in
Table 7 and Figures 6 and 7.

Table 7. Summary of the survey results.

Factor

Percentage of Responses

Extremely
Important

Very
Important

Somewhat
Important

Not So
Important

Age 33.33 44.45 22.22 0.00

ADTT 30.55 44.45 16.67 8.33

ADT 22.22 52.78 16.67 8.33

Temperature 11.11 41.67 33.33 13.89

Chloride Attack 50.00 25.00 16.67 8.33

Wind Load 13.89 33.33 38.89 13.89

Design Load 52.78 30.56 16.67 0.00

Defect Type 33.33 47.23 19.44 0.00

Steel Prot. 52.78 33.33 13.89 0.00

Services under the bridge 22.22 41.67 27.78 8.33

Inspection Gap 16.67 50.00 25.00 8.33

Time of Rehabilitation 27.78 50.00 22.22 0.00

Deck Protection 22.22 47.22 22.22 8.33
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As can be noted from Figures 6 and 7, about 50% of the participants considered
chloride attack, design load, and steel protection to be extremely important. Also, ADT,
defect type, inspection gap, time of rehabilitation, and deck protection are considered by a
significant percentage of the participants (around 50%) to be very important.

The objective of the survey phase is to rank the factors that impact bridge deterio-
ration according to their importance level. One of the common approaches to achieve
this objective is using the Relative Importance Index (RII) method that is widely applied
in the construction and facilities management for analyzing structured questionnaire re-
sponses [84–90,123]. The Relative Importance Index is calculated based on Equation (1)
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using a Likert scale. The Likert scale represents weights assigned to the factors to evaluate
them. Usually, the Likert scale consists of five scales from 1 to 5, where 1 represents the
least significant effect weight and 5 represents the most significant effect weight [124].
However, the Likert scale used in this study consists of four scales from 1 to 4. Because
there are no factor exclusion processes in the survey phase, the option “not important”,
which represents the fifth scale in the Likert scale, is not listed in the survey. In the four
Likert scales used here, the index “extremely important” represents scale 4 and the index
“not so important” represents scale 1.
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From the interview phase, a total of 13 factors were presented in the survey for
evaluation and ranking. Using Equation (1), the RII values for the 13 factors were calculated,
as shown in Table 8.

Table 8. RII values for the factors.

Factor RII Value

Age 0.778

Average daily traffic adt 0.722

Average daily truck traffic adtt 0.744

Temperature 0.625

Chloride attack 0.792

Wind load 0.618

Design load 0.805

Type of defect 0.785

Deck protection 0.708

Steel reinforcement protection 0.847

Services under the bridge 0.694

Inspection gap 0.688

Time of rehabilitation 0.764
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The limits for the importance level were obtained based on the difference between the
maximum and minimum RII values (0.847–0.618), and then they were divided into four
equal classes. The limits are presented in Table 9.

Table 9. Limits for RII values.

Importance Level RII Value

Extremely important 0.77 < RII < 1

High importance 0.71 < RII ≤ 0.77

Medium importance 0.65 < RII ≤ 0.71

Low importance RII ≤ 0.65

Based on the limits shown in Table 9, the factors are categorized into four importance
levels based on the RII values as follows:

1. Factors with the extremely important level: Factors with an RII value more than 0.77
are considered extremely important factors. These factors are steel reinforcement
protection, design load, chloride attack, type of defect, and age.

2. Factors with the high importance level: Factors with an RII value more than 0.71
and less than 0.77 are considered highly important factors. These factors are time of
rehabilitation, ADTT, and ADT.

3. Factors with the medium importance level: Factors with an RII value more than 0.65
and less than 0.71 are considered important factors. These factors are deck protection,
services under the bridge, and inspection gap.

4. Factors with the low importance level: Factors with an RII value less than 0.65 are
considered low importance deterioration factors. These factors are temperature and
wind load.

The purpose of categorizing the factors to the four categories of importance levels is
to provide better insights into and understanding of the most influential factors affecting
bridge deterioration conditions. This will help in developing more interpretable predictive
deterioration models. Agencies can prioritize the selection of the factors when developing
deterioration models and can manage and plan the process of collecting the data for these
factors. Agencies with high financial and technical resources can consider all the factors in
their data collection system to prepare for the deterioration model’s development. In case
of a lack of resources and funds, agencies should consider the selection of factors based
on the importance level of the factors. Although some factors were not included in the
survey phase, some of the data for these factors are considered available in the blueprints,
and when no financial or technical resources are available, engineers can consider these
factors in the model development. Such factors are geometry factors such as number of
spans, deck width and length, bridge elevation, superstructure type, etc.

5.3. Comparing the Final List of Factors

In Section 2 of this paper, an extensive literature review was conducted to collect
information on different deterioration models for bridges around the world, in which
different factors adopted in these models were identified. The total number of factors
found in the literature review was thirty-three. Some factors were eliminated because of
the environmental conditions in the GCC, which resulted in a total of 27 factors. Based
on the interviews with experts, this list was reduced to 13 factors. The comparison of the
factors selected in this paper and the consideration of the same factors in the reviewed
literature is presented in Table 10.



Designs 2023, 7, 126 20 of 26

Table 10. Comparison of factors.

Factors Concluded from the Study Evaluation from GCC Bridge Experts % * % Adoption in the Literature

Age 77.8% 86.7%

Average daily traffic adt 75% 68.8%

Average daily truck traffic adtt 75% 37.8%

Temperature 52.78% 8.88%

Chloride attack 75% 11.1%

Wind load 47.22% **

Design load 83.33% 15.6%

Type of defect 80.56% 4.4%

Deck protection 69.44% 8.88%

Steel reinforcement protection 86.11% 4.4%

Services under the bridge 63.89% 13.3%

Inspection gap 66.67% 11.1%

Time of rehabilitation 77.78% 6.7%

* Percentage of experts who selected the factor ** Was not found in the literature.

Referring to Table 10, it can be observed that two factors (age and ADT) received
comparable percentages. On the other hand, several factors showed a much higher per-
centage for the GCC. Some of these factors can be attributed to the harsh environmental
conditions in the GCC such as temperature, chloride attack, wind load, deck protection,
and steel reinforcement protection. All these factors are related to the high temperature,
high humidity, and the presence of major sandstorms in the GCC. Another set of factors
are related to the lack of control over the truck loads within the GCC. These factors are the
ADTT and the design load. Because most of the countries in North America and Europe
have weighing stations to control the maximum truck load, such factors are not of a high
importance in these countries. The third set of factors includes the type of defect, inspection
gap, and time of rehabilitation. These factors showed higher percentages in the GCC
because of the lack of well-developed BMSs. Finally, the services under the bridge showed
a higher percentage in the GCC because of the poor planning at the early stages of the
infrastructure development in the GCC countries.

These results support the claim that the factors impacting bridge deterioration are
significantly impacted by the region. In addition, a recent study [125] indicated that the
management of bridges is still a major challenge that must be addressed. Furthermore,
advancements in evaluation methods of bridges can facilitate the development of deterio-
ration models [126].

6. Conclusions

As the majority of the GCC countries have not developed robust deterioration models
yet, it is important to be aware of the factors that contribute to bridge deterioration. These
factors could be considered by the agencies in the area of bridge management when
developing deterioration models. The research was conducted in three phases:

• An extensive literature search on bridge deterioration models was conducted in the
first phase. The search led to the identification of 33 factors, which were filtered to
27 factors that suit the climate and conditions within the GCC countries.

• In the second phase, interviews were conducted with bridge stakeholders targeting
experts with 15 years of experience or more in bridge management/design in govern-
mental, private, and academic sectors in the GCC. The bridge experts’ responses were
utilized to evaluate the 27 factors and highlight the factors with a major impact on
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bridge deterioration in the GCC. The evaluation revealed 13 factors that have the most
impact on bridge deterioration based on the experts’ opinion.

• A survey was conducted in phase three of the research to identify the factors and rank
them according to their importance level. Several bridge engineers from different
stakeholders were involved in the survey. The survey included the 13 factors selected
by the experts. The collected data from the responses were analyzed using the Relative
Importance Index (RII) and the factors were categorized into four importance levels:
extreme importance, high importance, medium importance, low importance.

The results showed that steel reinforcement protection, design load, chloride attack,
type of defect, and age have an extreme importance level when considering their impact
on bridge deterioration in the GCC. By categorizing the factors to the four categories
of importance levels, a better insight and understanding of the most influential factors
affecting bridge deterioration is provided. This will help in developing a more interpretable
predictive deterioration model. Agencies can prioritize the selection of the factors when
developing deterioration models and can manage and plan the process of collecting the
data of these factors.

In this research, the main limitation that was encountered is the number of responses
for the interview and the survey. These numbers could be increased with more time.

This limitation does not affect the results of this research because the selection of
the factors was based on the expert’s involvement, judgments, and experience in bridge
deterioration in these countries.
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