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Abstract: The coordination of two collaborative robots to handle and hold huge parts is the main
topic of this research. This study shows how flexible systems may accommodate large-volume
components while situating components with a displacement precision between robots of no more
than 10 mm into the parts, with the assistance of a single operator. The robots must be able to keep
the parts in place while coordinating their movements to handle the parts and reducing external
stressors. This paper suggests using collaborative robots to integrate flexible tools for adaptability to
various elements in order to accomplish this goal without endangering the operators. The software
architecture is described in full in this paper, including machine states to choose task executions,
robot referencing in the workspace, remote monitoring via the digital twin, generation paths, and
distributed control using a high-level controller (HLC).

Keywords: dual arm; coordinated operation; synchronized operation; cobots; external control;
trajectory generation; digital twin; high-level controller

1. Introduction

The increase in global marketing of different products, technologies, processes, and
services has produced the need to adjust the manufacturing techniques [1–4]. In order
to increase automation, new systems should use adaptable, reconfigurable, and reliable
production systems [1,3–9]. Nevertheless, in the majority of sectors, not all jobs can be
automated, because they require individuals with specific skills—e.g., creativity, cognitive
ability—for complex handling or assembly operations. Manual labor provided by em-
ployees may be the most effective strategy in many complex businesses [1,3,10,11]. Rigid
automation has been the most popular approach up to this point because it offers several
benefits, including faster fabrication times, lower costs, and increased productivity [3,10].
However, these kinds of systems are only utilized for highly specialized activities or when
an application has to replace human operators in a risky or boring task [1]. When the
application needs to be modified, the fixed or stiff automation then suggests a difficult
reprogramming effort. The industry today uses these highly automated systems [1].

With the goal of achieving better process automation than that provided by human
labor, flexible automation proposes to accomplish other activities and manufacture other
goods in a reasonably quick manner [12,13].

Robots are among the most useful elements in automation due to their good perfor-
mance, repeatability, and a high adaptive capacity to perform different tasks [1]. However,
their characteristics depend on conception and assembly elements such as the tool [6],
the tasks, the fixation on the work area [8], and their connection with other machines,
among others.
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With the aim of combining human abilities and cognitive capacities with robots’
advantages in automation systems, it is crucial that they can share their workspace in safe
conditions [1,2,10,12–20], enabling their interaction. This interaction has been described
by many authors [10,11,19,21–23]. Moreover, the ISO/TS 15066 standard defines to the
following five interactions (Figure 1):

(a) No interaction (Cell): The robot remains inside a work cell.
(b) Coexistence: Humans and robots do not share the workspace.
(c) Synchronized: Allows sharing the workspace, but never at the same time.
(d) Cooperation: The task and the workspace are shared, but humans and robots do not

physically interact.
(e) Collaboration: The operators and robots share the workspace and exchange their

forces for the same task.
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Analyzing the five types of interactions, multi-robot cooperative systems have demon-
strated stronger operational capabilities, more flexible system structures, and better coordi-
nation capabilities, operability, and work efficiency [24–26].

An advantage of multi-robot cooperation resides in the possibility of operating in-
dependently or together [3,7,27–31], in either coordinated/cooperative or uncoordinated
tasks [32]. In the first type of operation, the robots follow one another, and the robots
and objects interact during the task. In the second type of operation, the movements are
independent and synchronized [3,32–34]. Therefore, multi-robot cooperation has become
an important challenge for robot control [24–26], because their movements must be syn-
chronized to avoid collisions. Thus, to accomplish this requirement, the system control
could be divided into a supervisor–agent control or a hybrid force/position [29,35,36].

The most popular multi-robot cooperation applications employ a supervisor–agent
controller to avoid collisions between the robots and the other objects [37]. The functioning
of the supervisor–agent controller is as follows: The agent must adhere to orders sent by the
supervisor. The supervisor forces the agent to adapt its trajectory and avoid interference
with the master or objects [37,38] This controller has two control units. Hence, they have
different domain times [37]. It is essential to coordinate time, because its delays result in
non-coordinated displacement. The robot manufacturers try to resolve the coordination
problem through the unification of all axes in one controller. This solution is limited to
12 degrees of freedom (DOF), and the robots cannot operate separately.

The second kind of control is divided into two subdomains: one for the force and
the other for the position [27,29]. This control is used when the kinematics are in a close
loop, such as when both robots take an object. In this case, the position and speed of each
robot must be relayed at the same time. The complexity of this advanced control requires
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a high level of computation [30,39–41]. The traditional control has limitations when it
integrates new algorithms and/or new sensors, due to their computational capacities.
Thus, this control is embedded in an external element such as an industrial PC, a PLC,
or a simple PC. The solutions suggested by some authors are based on communication
networks using TCP/IP sockets [34,38,42]. Other authors promote the use of ROS using
additional PCs [5,7,11,35,43,44]. Another possibility is the use of a PLC system with
industrial protocols such as Profinet or Profibus [45] to send the information to both robots
at the same time.

Dual-robot coordination generally works with an external control system, focusing
on a centralized decision-making approach with fixed and rigid control logic. Hence, the
flexibility and the reconfigurable response are reduced [7]. In this kind of control, the
state machine sends motion commands to robots when the task is finished for one of
them. The state machine sends the next positional information only when both robots are
finished with their movement. Then, the external control with the state machine ensures
adequate coordination.

The digital twin (DT) concept has gained a lot of attention given the advantages
that it may offer in terms of providing perception and cognition abilities towards more
autonomous and intelligent robotic systems [46,47]. In current manufacturing cases, the
machines have their own control and they do not interact between themselves. DT sug-
gests centralizing all control machines in one, and it manages all production parameters.
Digital representation and simulation of the production environment and process have
arisen as a method of partially addressing production systems’ performance improve-
ment [48]. Highly flexible, reconfigurable, and modular solutions are required in modern
manufacturing systems.

The goal of this research project was to create a flexible, reconfigurable, cooperative,
and collaborative robotic system that could handle and clamp huge, heavy, and complex
pieces weighing up to 250 kg, improving hard labor jobs while preventing operator injuries.

The software developed in this paper enables controller coordination of the movements
of two cooperative AURA robots [49].

This software integrates the following:

• A digital twin (DT) that defines the reference part with an HMI, allowing monitoring
and visualization of the robots’ movements;

• A high-level control with a machine states module, a path generator module that
calculates the coordination trajectories, a robot coordinated motion module, and a
robot independent motion module.

The uniqueness of the suggested approach is based on the use of an external con-
troller to control multiple robots, even using different brands. Moreover, all of the signals
are centralized.

The work described in this paper demonstrates the coordination of two AURA robots
during bimanual operation in three different cases—without load, with a dummy part,
and with a real large aeronautic part—from the grasping position to the ungrasping po-
sition. The format of this research article is as follows: Section 2 introduces the problem
description and the hardware architecture. The methods used to construct the application
are described in Section 3. Section 4 contains a description of the tests that were carried out
and their outcomes. Finally, Sections 5–7 present the discussion of the work completed, the
conclusions, and the work to be done in the future.

2. Problem Description

One or more robots are typically used in a typical application to perform different
processes or operations on the piece while updating the fixture tooling and positioning of
the parts.

The aeronautical components in this study must be moved with the least amounts
of torsion, plane strain, and shear stress. A 360◦ turn movement is necessary because the
displacement must be given room to seal two faces of the aeronautical part. At present,
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the operators manually clamp the component in a fixture mechanism. Once it is clamped,
another operator uses an anthropomorphic robot to apply the seal.

Three alternative approaches need to be taken to solve the issue:

• Handling bulky items to substitute the fixture tooling;
• Various component dimensions;
• Operators fixing parts.

The coordinate system makes use of two anthropomorphic robots to address the
problem of handling huge parts to replace the fixture tooling. Each robot uses a flexible
and customizable tool to explore a subject with various part dimensions. Finally, the
collaborative cooperation system uses hand-guiding controlled by an operator to facilitate
the clamp portion and analyze the problem of the parts’ fixation.

2.1. System Description

In this system, the operators and robots need to share the workspace and exchange
their forces during the hand-guiding activation. This operation is a collaborative task, and
to respect the directives of both ISO/TS 15066 and ISO/DIS 10218 it is necessary to use
collaborative robots. Two AURA cobots were selected from the COMAU (Torino, Italy)
portfolio, each with a payload of 170 kg and reach of 2800 mm [49]. These robots are con-
sidered to be collaborative due to human interactions with their sensitive skin. Moreover,
they fulfill the specification of being able to hold large and heavy parts. The COMAU’s
hand-guiding option is mounted on the tooling and integrated into the COMAU’s control.
This allows the operator to place the clamping device in front of the piece easily.

The two cobots handle and place the part in an exact position while the industrial
robot (KUKA) performs the sealing process. Once the sealing process is finished, the two
cobots must turn the part to then be able to seal the other side.

In the current control systems, the coordination robots with independent controllers
need a good level of synchronization to achieve a good level of operation in the handling
process. Even though the two AURA cobots possess the same mechanical and dynamic
characteristics, they start the trajectory at different times and pick out the best-fit motion to
arrive at the same pose. This control may lead to damage to the workpiece and/or robot.

To solve the constraints of the multi-robot handling coordination, a coordinated motion
trajectory must be planned to achieve the desired position during transportation to reach
the sealing position whilst simultaneously moving all of the robots.

For planning the path coordination motion, the system involves two phases:

• Path generation:

# Part path generation;
# Robot path generation.

• Synchronized motion.

The handling of the part with two robots forms a closed chain.
For the robots’ synchronized motion, the system requires a supervisor called a high-

level controller (HLC). The HLC manages the information sent and received from the
devices connected to it. The associated devices are two cobots for handling, an industrial
robot for sealing, and a DT.

In the following subsections, the hardware architecture is described in detail.

2.2. Hardware Architecture Description

When an automation problem requires 12 DOF, robot manufacturers typically propose
the use of a single controller simultaneously commanding 12 axes across both robots
(six per robot). This proposition diminishes the robot’s flexibility and increases the cost,
because the robots cannot work separately, and the control must be programmed for a
specific task. Furthermore, the controller must increase the number of command axes.
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The current controller of the COMAU robots can only manage up to 8 axes. Due to this
limitation, an external HLC is needed to command both robots (as well as any additional
robots). This external HLC uses an industrial PC (IPC) from Beckhoff (Verl, Germany).

The hardware architecture of the system is shown in Figure 2. The system is based on
a DT, an external HLC, two AURA COMAU cobots, a KUKA robot for the sealing process,
and a safety PLC.
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To control and monitor the operation of the system a digital twin (DT) was developed.
This offers easy integration of the smart human–machine interface (HMI) using tablets or
smartphones. This HMI assists the operator when the system needs to be monitored or
when it needs to send commands to the HLC. The communication between DT and the HLC
is established through the MQTT (Message Queueing Telemetry Transport) protocol [50].

The HLC receives the commands from the operator, calls the module generation coor-
dination motion, sends data to each robot, ensures the coordination movement, motorizes
the synchronization, and sends the actual position to the DT.

The two AURA COMAU cobots are connected to the HLC via the industrial protocol
Profinet to guarantee good communication between them, to ensure a synchronized cycle,
and to exchange data between the two systems to an accuracy of below 4 ms.

Even if the robots are collaborative, the part and the tools are not; therefore, an operator
could be hurt by them. To ensure that the application is collaborative, extra safety hardware
is needed. These lasers are connected to a safety PLC. This PLC acquires all safety signals
(laser barriers, emergency stops, etc.) and sends suitable signals to the robots via the
PROFISAFE network and HLC using the Profinet protocol. Once the laser barriers detect
any presence inside the limited area, the COMAU AURA robots decrease their speed, and
the robot from the second sealing process stops. This functionality reduces risks in case of
any collisions with the parts or operators. In addition, it enables manual operations to be
performed under safe conditions, without the need for fences [51].

3. Software Development

The different software developments are described in this section. The DT application
is first defined in detail, and the HLC programming is then described, including the
communication between the DT and HLC, the developed state machine, and some low-
level functions for coordinating the robots’ operation.
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3.1. Digital Twin of the System

A modular digital twin is proposed in this work to enable the flexible control of the
robotic cell, to more easily command the operations, and to remotely monitor the execution.
This approach also has the advantages of fast integration with a production system and the
ability to be independent of the hardware used. The objective of the proposed approach is
to overcome existing constraints in the orchestration of process execution as well as online
reconfiguration of smart production systems through the application of the following:

• Production, execution, simulation, and validation of the human–robot (HR) collabo-
rative production system; accurate simulation of robot behavior based on generated
sensor data to enable the correct evaluation of the system.

• Virtual representation by integrating sensor data, resource information, and CAD
models. The information is updated through a network of services of all resources and
sensors, resulting in a synthesis of perceptual data, which are used to compile the DT.

• Simplified control of robotic agents and sharing of sensor data through ROS-based
services [52]. This facilitates the distribution of acquired data and tasks to all relevant
agents, such as robots and workers/operators.

The identified elements from the real world represented in the DT are (a) human work-
ers, (b) collaborative robots, (c) the product and its elements, and (d) sensors. The proposed
DT aims to provide an abstract interface for all of these elements to achieve easy integration
without suffering compatibility issues due to complex hardware or software requirements.

The DT that acts as the execution controller of the HR collaborative assembly proposed
in this paper was formed from a set of software components. The overall architecture is
presented in Figure 3. The major components of the DT are enclosed in the digital twin
area of the diagram. The diagram also describes the external components that require a
connection with the DT to establish an HR collaborative production system.
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The resource-handling component is the software responsible for regulating the pro-
duction system’s related resources (e.g., workers, robots). This component offers a central-
ized interface for all agents to receive instructions and communicate their status. As seen
in Figure 4, a state machine describes the status of each agent. On this basis, the schedule
executor can supervise the manufacturing process. Initially, the agents are in the pending
state, waiting for a new action to be executed. The parameters of the received actions are
validated before execution. This technique is unique to each agent and is adjusted according
to the agent’s payload, equipped tool, and reach envelope, among other factors. After the
action is accepted, the execution procedure begins; the agent’s state changes to active, and
the agent continuously provides input about the process to the system. In the event of
an error, the agent aborts the current activities, and a reset procedure is implemented to
prepare the next action. The agent enters the succeeded state upon successful execution of
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the action and, when the handling interface receives the result, the agent is ready to receive
another action.
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For human workers, the action is routed through the DT’s smart human interfaces.
These interfaces notify the operator of his/her action, provide assistance, and await the
operator’s input on the action’s completion. On the other hand, robotic agents have
distinct monitoring and control requirements. The high-level controller is the component
responsible for receiving action goals and updating the robotic agent’s state.

3.2. High-Level Controller (HLC)

The high-level controller centralizes the control of the handling operation of both
cobots, managing the collaborative actuation with the industrial robot for the sealing pro-
cess, along with the DT. It manages the information sent and received from the
connected devices.

As detailed, the brain of the application is the high-level controller. In Figure 5, the
block diagram of the HLC is detailed.
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The HLC receives inputs from the operator through the DT as an emergency stop, a
confirmation that the part is being grasped, and the identification of the part (ID piece).
The HLC receives the commands from the operator (read command), decodes the data,
and sends motion commands (depending on the state machine). Afterwards, it calculates
the trajectory for each robot, taking into account that their motion could be independent or
coordinated. Finally, it sends the actual state data to be visualized as well as the position
and speed for each robot (send information) back to the DT. In the following sections, each
task is described.

3.2.1. Read Command

The goal of this function is to connect the DT with the robot controller via the HLC,
read the information of both systems, and translate all of the data in a common language.

The robot controller transfers the actual position of the robot, the activation of hand-
guidance, and the interruption of the laser sensor barrier to the HLC, including the part
used from a select catalogue, the confirmation of a part being grasped by the operator, and
the motion commands.

Once the part is attached and acknowledged, an operator must send move commands
to the HLC to start the application. These instructions are transmitted through MQTT
messages from the tablet to the DT.

3.2.2. State Machine

When the message from the operator is received and interpreted, the system actuates
based on the state machine shown in Figure 6.
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This state machine enables the HLC to centralize the information of the robot and
the DT, to exercise control of the system, and to be able to take decisions according to the
current status as well as the status of several variables.

Each state commands different functions, such as “go2home”, “go2PMG”, “PieceId”,
or “Product move synchronously”.
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3.2.3. Robot Independent Motion

This function is used to move the robots separately. In this sense, the visible options to
program the functions are as follows:

• Programming trajectory through robot language (PDL).
• Programming trajectory through the function path generation.

In this paper, the functions “go2home”, “go2PMG”, and “PieceId” are proposed
to work separately. Each of these functions programs its trajectory with the function
path generation.

The command “go2home” sends both robots to their security position. The command
“go2PMG” moves the robot to a theoretical approach position in which the operator can
grasp the part. In both cases, the robots have different speeds and trajectories

Robot Coordinated Motion

The goal of this function is to guarantee the synchronized motion of the robots. This
function is the key to the application and is shown using a block diagram in Figure 7.
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In order to ensure that the robots’ displacement reduces stress on the manipulated
elements, their coordinated motion requires a common reference that can be used to
construct the trajectories and movements, as described in the next subsection.

The command “PieceId” defines the part that is used during the task. This com-
mand looks for the final points of the trajectories for the part that can be selected from a
predefined catalogue.

Each synchronized movement’s first step is actuated just once after the command
“PieceId” and the first position (i.e., hand-guidance) have been established. The trajectory



Designs 2022, 6, 116 10 of 26

that the piece will follow is then determined using those checking points (i.e., part path
generator). Next, a robot trajectory generator is put into action. This layer generates the
array of joint configurations that each robot must adopt in order for the part’s center to
follow the intended travel trajectory. Thirdly, each robot executes the estimated route,
necessitating cooperation between the two robots to keep a constant distance between them.
In the subsections that follow, each layer is described in further detail.

Robot Referencing

The coordination motion requires a single reference that enables the robots to move to
the same point regardless of their base reference. Therefore, it is vital to define an accurate
common reference (i.e., World) to avoid any damage to the part while it is handled by both
robots. However, due to the characteristics of the parts to be handled, the distance between
the two robots is larger than the reach of each individual robot. Hence, the definition of
a common World reference point must be defined outside of the robot workspace. To do
this, an auxiliary reference for each robot (Oa1, Oa2) is calculated inside their own working
space. Then, each auxiliary reference is transformed into a common reference, as shown in
Figure 8.
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To simplify the procedure, a longitudinal line that connects both robots is drawn on
the floor, as shown in Figure 9. This line defines the x-axis of all of the references (i.e., Oa1,
Oa2, Ow). In this way, the transformation of the auxiliary references into the common
reference is easier, since it must be translated in just one axis.
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Once the line has been defined, an auxiliary reference is obtained by using a threaded
rod and defining a point on the floor whilst ensuring that the robot is completely perpen-
dicular to the floor.

Once the auxiliary reference systems are defined, they must be changed to a common
point. In this specific case, it was decided to place the common reference system in the
center between both robots (note: the center of both robots does not have to be the center
between both origins).

Euler angles in AURA robots use the ZYZ convention, so the roto-translation matrix
between the base of each of the robots and the reference systems can then be defined. For
the convention case, ZYZ would be the equation defined in Equation (1):

baseT0a =

 RZYZ

px
py
pz

0 0 0 1

 (1)

• where

RZYZ =

cos θφ − sin θφ 0
sin θφ cos θφ 0

0 0 1

 cos θθ 0 sinθθ
0 1 0

− sin θθ 0 cos θθ

cos θϕ − sin θϕ 0
sin θϕ cos θϕ 0

0 0 1


Since the projection of the common reference frame onto the auxiliary reference frame

is achieved simply via a pure translation on the “x-axis”, the roto-translation matrix between
the robot base and the common reference frame is a pure translation in the “x-axis” of the
auxiliary system y, which is defined by Equation (2):

baseTw = baseT0a


1 0 0 dx
0 1 0 0
0 0 1 0
0 0 0 1

 (2)

• where dx is the position of the common reference frame on the “x-axis” of the auxiliary
reference frame.

The obtained roto-translation matrix defines the position and orientation of the com-
mon reference system, “World”, in terms of the coordinates of the robot’s base. However,
COMAU defines the World as the distance and orientation of the robot in the World coordi-
nates. Thus, the previously obtained inverse matrix needs to be calculated, as defined by
Equation (3):

wTbase = (baseTw)−1 (3)

Then, the distances (px, py, pz) and the Euler angles (θφ,θθ and θϕ) from the homo-
geneous transformation matrix are obtained. Obtaining the distances is straightforward,
since the homogeneous transformation matrix is defined as shown in Equation (4), so the
distances (px, py, pz) correspond to the last column of the matrix.

wTbase =


(Rφθϕ)00 (Rφθϕ)01 (Rφθϕ)02 Px
(Rφθϕ)10 (Rφθϕ)11 (Rφθϕ)12 Py
(Rφθϕ)20 (Rφθϕ)21 (Rφθϕ)22 Pz

0 0 0 1

 (4)
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However, determining the angle is not trivial. In the first place, these data cannot be
obtained directly from the matrix, but must be calculated from the data of the matrix. Sec-
ondly, the angles obtained are not unique, unlike the homogeneous transformation matrix.
Hence, there is more than one set of Euler angles that result in the same matrix. Therefore,
despite starting from a set of different angles, the resulting homogeneous transformation
matrix will be the same, as long as the set of Euler angles is equivalent.

In addition, there is an extra limitation interposed by COMAU. When the angles are
introduced, the second Euler angle, θe, must be positive. During the preliminary tests,
several calculations of angles were carried out by more than one method until a solution
satisfied the former restriction. In this sense, the following four options [53] were tested
until valid Euler angles were achieved whilst fulfilling the limitation that the second Euler
angle was positive. In this case study, Option 4 was identified as the most valid method.
When the world referencing was calculated, the procedures to solve the system equation
were tested.

Option 1:
θr = tan−1

(
(Rφθϕ)2,1, (Rφθϕ)2,2

)
θe = tan−1

(
−(Rφθϕ)2,0,

√
(Rφθϕ)2,1

2 + (Rφθϕ)2,2
2
)

θa = tan−1
(
(Rφθϕ)1,0, (Rφθϕ)1,1

)
Option 2:

θr = tan−1
(
(Rφθϕ)2,1, (Rφθϕ)2,0

)
θa = tan−1

(
(Rφθϕ)1,2,−(Rφθϕ)0,2

)
θe = tan−1

(
(Rφθϕ)2,0 cos(θr) + (Rφθϕ)2,1 sin(θr), (Rφθϕ)2,2

)
Option 3:

θa = tan−1
(
(Rφθϕ)2,1, (Rφθϕ)2,2

)
θe = tan−1

(
−(Rφθϕ)2,0,

√
(Rφθϕ)0,0

2 + (Rφθϕ)1,0
2
)

θr = tan−1
(
(Rφθϕ)1,0, (Rφθϕ)0,0

)
Option 4:

θa = tan−1
(
(Rφθϕ)1,2, (Rφθϕ)0,2

)
θe = tan−1

(√
1 − (Rφθϕ)

2
2,2, (Rφθϕ)2,2

)
θr = tan−1

(
(Rφθϕ)2,1,−(Rφθϕ)2,0

)
Path Generation

This function enables the calculation of the feasible movements that the robots must
follow according to their physical restrictions, speed limitations, collisions, working area,
etc. This function must generate the trajectory for both robots and must guarantee that it is
performed whilst minimizing the external stresses. This function is divided into two parts:
a part path generator and a robot trajectory generator.
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1. Part Path Generator (PPG)

This module generates the path (in Cartesian space) that moves the handling part
based on the given points. The obtained path provides a series of points in each of the
robot’s frames that enable the part to be transported.

Initially, the library reads the part position on the World frame and checks the points
that the part trajectory is commanded to go through. From these data, the movement of
each grasping point is calculated to ensure the safe movement of the large part. The path
generator consists of a C++ library based on the Eigen library to perform geometric and
linear algebra operations. The implemented C++ library allows the following:

• The definition of grasping points for both robots on the part frame (i.e., transfor-
mation between the part origin and grasping points) and the tools of each robot
(i.e., transformation between the flange and tool).

• The trajectory parametrization of the grasping points, followed by the part’s movement
in the common World frame.

• The implementation of functions to change the frames of the calculated trajectories
from the World (i.e., the common frame between robots) to each robot’s base.

The part path generator module aims to generate Cartesian trajectories for the two
grasping points to achieve the intended part path. The module implements a linear
interpolator to generate high-resolution discrete trajectories, enabling better control of the
manipulator behavior. Generated paths are sent to the robot trajectory generator module
for further kinematic calculations, as explained in the next section.

2. Robot Trajectory generator (RTG)

The robot trajectory generator module performs a kinematic calculation, enabling
the description of the motion of bodies. Therefore, no external forces (e.g., loads, Coriolis
forces, centers of mass, inertia moments) are considered.

The RTG module enables the analysis, calculation, and verification of the movements
that each robot must follow, according to the previously generated path. The goal of this
module is the generation of the joint poses for all points of the path calculated by the PPG,
considering the axis space range and maximum speed.

Kinematic analysis of the robots is performed with the Denavit–Hartenberg modified
(DHM) parameters [54]. The robot trajectory that each robot must follow is then calculated,
taking these data into account as well as using the Robotics Library (RL) [55].

In the part path generator module, the information acquired is in Cartesian coordinates
as defined on the World frame. However, these (desired) positions must be decoded to
articulate the position of each robot. Therefore, the inverse kinematics method is employed
to obtain the articular coordinates. Through the use of the developed C++ library and the
RL, the RTG module can perform the following functions:

• Calculate direct and inverse kinematics;
• Determine the working range of each axis;
• Calculate the maximum speed of each axis defined by the robot manufacturer;
• Verify that the robots can reach every pose along the trajectory and robot singularities;
• Show motion simulation in 3D.

If any kind of error is detected during the trajectory generation (e.g., trajectory outside
of the robot’s working area, the articular position exceeding the robot’s physical limitations,
consigned speed too high, etc.), the operator is notified of the error through an MQTT
message sent to the digital twin. In this case, new points can be defined and sent back,
and a new trajectory can be calculated. If no errors have been detected, the trajectory is
downloaded to the TwinCAT3 program to be used in the trajectory executor layer.
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Robot Coordination Motion “Move Synchronously”

This module executes the trajectories in joint space, ensuring the synchronization of
movements. In order to use this function, some mechanisms are needed to execute the
robot movements in real time, ensuring the robot coordination.

This feature, developed in TwinCAT3, commands the COMAU cobots to exchange
information using the Profinet network. Additionally, a program written in PDL2 (COMAU
robots’ programming language) is used to obtain the actual positional information and to
move the robot according to the trajectory.

When the robot coordination motion “move synchronously” function is launched,
several points are given, through which the center of the part must pass. These include the
points at which the center of the part starts, the point at which the center of the part must
finish, and any other significant points in between, which are given as arguments of the
functions (Figure 10).
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The coordination is obtained by sending the first three points of each trajectory to their
respective robot. Once a robot reaches one of the points, the robot notifies the HLC of the
new position. In the case that both robots have reached the point, the next three points are
sent. If not, the robot that has reached the position remains stopped until the other robot
reaches its corresponding position.

3.2.4. Send Data Information

Finally, the actual state of the system is sent to the digital twin based on MQTT
messages but using other topics.

4. Test and Results

In this study, the application’s performance was evaluated using three different use
cases, which are described below. The system must support two flexible and configurable
tools used for clamping a large part on both sides. Hence, both robots must handle a total
weight of about 80 kg. This application is highly interesting in the aeronautical sector, as
there is a very common need to handle large and heavy parts before performing subsequent
processes such as sealing, painting, or sanding.

Three different tests were carried out for this paper:

• Coordination motion “without” a part.
• Coordination motion with a “dummy” part. This component had actual aeronautic

part dimensions (2450 × 1125 mm). However, it was made of aluminum and weighs
21 kg.

• Coordination motion with a real “aeronautic” part. The dimensions of this part were
2800 × 900 mm. It weighed about 19 kg and was made of composites.

Algorithm 1 represents the completed sequence generated by the program.
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Algorithm 1. Handling task

1 : function Handling task
2 : if (finish all part = true) then
3 : Home Position
4 : return finish all part = true
5 : else
6 : while finish all part = false do
7 : if ((robot1 = Home Position) or (robot2 = Home Position)) then
8 : Approach Position
9 : if ((robot1 = APos) and (robot2 = APos)) then
10 : return APos = true
11 : else
12 : return APos = false
13 : end if
14 : end if
15 : if (APos = true) then
16 : Grasping part by operator
17 : return Grasping = true
18 : else
19 : ungrasping part by operator
20 : return Grasping = false
21 : if (stop task = true) then
22 : return finish all part = true
23 : else
24 : return finish all part = false
25 : end if
26 : end if
27 : if (Grasping = true) then
28 : coordinated trajectory to sealing position
29 : if (sealing process = false) then
30 : keep position
31 : else
32 : if (sealing one side = true) then
33 : coordinated trajectory to turn the part
34 : coordinated trajectory to sealing position
35 : else
36 : Approach Position
37 : end if
38 : end if
39 : end if
40 : end while
41 : end if

4.1. Results of Module Path Generation

The trajectory planning for motion coordination in the handled part was divided into
three different paths that were executed sequentially:

In the first, a pure vertical translation movement along the z-axis was achieved, after
which the trajectory displacement was moved along the y-axis until the part was in front of
the second process robot.

The second path consisted of three movements: a horizontal backwards translation
over the y-axis to avoid any collision with the second process robot, a 180◦ rotation over
the x-axis around the center of the part, and a forward translation along the y-axis until the
b-side of the part was situated in front of the second process robot.

The third path consisted of a backward movement along the y-axis until half of the
distance to avoid collisions, a rotation of 180◦ around the x-axis over the center of the part,
a forward translation along the y-axis until the initial position was reached, and then a pure
vertical translation in the z-axis.
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Based on this trajectory, in Sections 4.2 and 4.3 the trajectory tracking results and the
maintenance of the relative distance between grasping points are detailed, respectively.

In Figure 11, the trajectories followed by the grasping points of Robot 1 and Robot 2
for the dummy part are shown.
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To achieve the trajectories shown in Figure 11, the desired trajectories were discretized
into 8 mm steps for translation movements and 1◦ steps for rotations. Then, the obtained
Cartesian trajectory of the part was been transformed into the articular trajectory for
each robot with the RTG. Afterwards, the articulated points of the trajectory were sent as
commands to each robot, ensuring coordinated movement.

4.2. Results of the Robot Coordination Motion Module “Move Synchronously”

Figure 12 shows the steps followed by the dummy part according to Algorithm 1 and
based on the calculated path trajectory. Hence, after placing the part in a specific position
inside the work cell, the dummy part was clamped manually by an operator (Figure 12,
Step 1). Note that each clamping point was situated at a different height. This is not a
handicap, since the developed algorithm maintains the geometric distance along the whole
trajectory. In Step 2, the information of the coordinated trajectory calculated by the module
path generation was read and executed in both robots to place the dummy part in front
of the second process. The dummy part was kept in the same position whilst the second
process robot (i.e., sealing) was working on the a-side of the part (Step 3). After the second
process was finished, Step 4 was executed to change the orientation of the dummy part
to follow the process operation on the other side (Step 5) of the dummy part. Once again,
the dummy part was maintained in position until the other robot finished its task. Finally,
in Step 6, the dummy part was moved to the initial position and returned to the same
orientation that it had at the beginning. The operator could then carry out the ungrasping
of the part.
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Figure 12. Step-by-step handling process.

To validate the coordination motion, the trajectory calculated by the robot trajectory
generator (RTG) must be compared with the real articular position of each robot. The shape
of the target trajectory (i.e., desired joint position) is due to the coordination algorithm. In
order to coordinate the movement, a new position at each joint of each robot is sent every
4 ms. However, if one of the robots does not reach the desired position, the other one has
to wait until the position is reached, as detailed in [56].

Figure 13 illustrates the real (current) trajectory on axis 6 compared with the path
generated by the RTG (desired P1) for each robot (Robot 1, Figure 13a; Robot 2, Figure 13c)
whilst they are handling a dummy part. This information corresponds to the real joint
trajectory carried out by each robot for the Cartesian trajectory shown in Figure 11.

To acknowledge that the position has reached the commanded point, so that the
subsequent reference points can be sent, the difference between the required position and
the current position in each joint of each robot is continuously checked, as explained in the
diagram shown in Figure 7.

For each robot, Equation (5) must be fulfilled for p1i (the desired point) and pvi (the
current position of each joint). Therefore, the algorithm performs the following calculation
in every scan cycle: √

∑6
i=1

(
p1i

− pvi

)2
< 0.35◦ (5)

For the sake of simplicity, only the Joint 6 trajectory (desired and current values) of
both robots is represented in Figure 13, showing the total trajectory (Figure 13a,c) and the
detailed trajectory for 30 s to 35 s (Figure 13b,d). As depicted, the joint trajectory tracking is
highly accurate, with the maximum error for each joint being less than 0.35 degrees.
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Robot 2.
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4.3. Distance between Grasping Points

Even if the articular positions achieve a good performance during the coordination
motion, it is crucial to control the distance between the grasping points. Since the part
is quite rigid, the distance between the grasping points should be maintained constant,
regardless of the position of each robot. Hence, the Cartesian position of each grasping
point was monitored. Based on these data, the distance between the grasping points was
determined by applying Equation (6):

dist =
√
(xr2 − xr1)

2 + (yr2 − yr1)
2 + (zr2 − zr1)

2 (6)

The distance between the grasping points along the coordination motion trajectory
is shown in Figure 14. The coordination motion without the part is shown in Figure 14a.
In this case, the ideal distance was 3187.18 mm, while the mean distance measured was
3187.2 mm with an error of ±0.3 mm. In Figure 14b, the coordination motion with a
dummy part is shown; the ideal distance was 3014.2 mm, and the mean distance measured
was 3014.256 mm with a maximum error of ±2 mm. Finally, the coordination motion for
an aeronautic part is illustrated in Figure 14c; the ideal distance was 3380.6 mm and the
measured distance was maintained at 3380.6 mm with a maximum error of ±4 mm.

The maximum errors occurred during the initial and final movements, due to accelera-
tion and deceleration moments.

The representative error parameters are shown in Table 1. The mean value represents
the arithmetic mean value of the calculated distance, delta represents the distance between
the maximum (Max) and the minimum (Min) distances measured, mean squared error
(MSE) measures the average of the squares of the errors, and the root-mean-square deviation
(RMSD) represents the square root of the second sample moment of the differences between
the predicted values and observed values.
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Table 1. Main error values obtained from the distance between grasping points during the trajectory.

Part Mean Value
(mm)

Max Value
(mm)

Min Value
(mm)

Delta (Max–Min)
(mm)

MSE
(mm2)

RMSD
(mm)

Without 3187.2 3187.318 3187.09 0.228 0.010 0.0319

Dummy 3014.256 3015.109 3013.170 1.939 0.010 0.102

Aeronautic 3380.6 3382.7662 3378.9084 3.8578 0.0083 0.0912

These data clearly show that the distance between the grasping points remains quite
constant. The error obtained can be absorbed by the clearance of the grasping point itself,
or even by the tool, design to absorbed errors of up to ±10 mm.

5. Discussion

Trajectory programming is more intuitive for the operator in Cartesian coordinates,
because they can then measure the physical distances. However, in the robot, the Cartesian
coordinates have different solutions for any given position. When two or more robots
require a coordinated path, the best option is to work in articular coordinates to avoid
singularity problems.

In our case, the part path generator enables the part trajectory to be defined through
its geometric center, as well as the intermediate and final points that the part must follow.
The center of the part is calculated based on the positions of the grasping points. The
intermediates and final points are predefined in the files depending on the movement of
the part. However, this definition could also be modified to achieve other trajectories.

The robot trajectory generator enables the operation in articular coordinates according
to the previously described trajectory. The trajectory is divided into 8 mm steps; however,
the robots’ motion is slower, because they cannot achieve their maximum speed. This
discretization could be improved by considering the dynamic information. Moreover,
external forces must be considered to improve the system.

The robot coordination motion module “move synchronously” achieves a good perfor-
mance; however, to improve the repeatability of the robot coordination, it is necessary to
be able to read more than three points, and the system’s communication must be faster.
An internal program (e.g., PDL) is capable of reading more than five points when they
have small changes in position. It is also limited for the robots’ external communication,
where it is limited to sending and receiving information every 4 ms; however, the internal
communication is much faster.

The principal requirement whilst moving the aeronautical part is to cause the mini-
mum amount of mechanical stress (e.g., torsion, shared strain). To accomplish this require-
ment, it is important to supervise the distance between the grasping points and to ensure
that this remains within the limits. The maximum limit in our case is 10 mm. This distance
was respected for the three tests that were performed. However, to enhance the distance
variation, it is imperative to also consider the robot and the tool deflection depending
on the part weight and its inertial centers, so as to then generate the part path using this
inertial center, rather than using only its geometric center.

6. Conclusions

In this study, different concepts were integrated to achieve all of the industrial require-
ments, as follows:

• When the operator clamps each robot tool to the part, the robot and operator have
completed their cooperative work. When the protective zone is violated, the se-
curity systems slow down or apply the brakes. These mechanisms are in place
to ensure that operator hazards are kept to a minimum and to achieve the robots’
collaborative norms.
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• Reconfigurable tools are still necessary to manipulate parts with various dimensions,
shapes, and large payloads.

• Based on the current state and the commands received from the digital twin, the state
machine determines what has to be done. The state machine then connects the robot
controllers to send the planned trajectory.

• The digital twin enables remote control and monitoring of task execution while visual-
izing the actual positions of the robots.

The main contribution focuses on the coordination problem for handling and moving
the part, which implies the generation of a valid trajectory, the correct performance in the
execution of the movements, high precision in the reference system, and control of the
synchronization of the robots.

Considering that the problem to be solved consists of the manipulation of large
aeronautic parts, the common reference World is beyond the reach of both robots. To keep
things simple, the reference system is placed in the center of both robots.

The robots are considered as a detached system, meaning that each robot considers 6
DOF. The kinematic study of this paper is only valid for COMAU robots. However, the
methodology could be extrapolated to other brands of robot. The trajectory is generated in
Cartesian coordinates to assist the operator in the programming and modification of the
path (i.e., function path generation, part path generator). However, the target of each robot
is calculated (via the robot trajectory generator) using articular coordinates to minimize the
configuration problems.

The part trajectory is divided every 8 mm to guarantee that the difference in displace-
ment between both robots is no more than 10 mm.

The function “robot coordinated motion” enables the position sent to the robot con-
troller to be managed. Therefore, when one of the robots does not finish the movement, the
other one waits in the same position.

The controller used in this research is external and only controls the articular position.
This controller must send the information and control the position every 4 ms, which
represents the cycle time of the robot controller. This is achieved using the Profinet network.
The advantage of using a Profinet communication network is that it enables the modulation
of the time, transmitting the information in microseconds.

7. Future Work

Preliminary results must be tested with different aeronautic parts in order to improve
the system’s performance. To achieve this, it is important to adjust the trajectory generation,
taking into account the robot’s dynamics while also considering the trapezoidal speed
profile (i.e., the acceleration and deceleration). Another point to be tackled in future works
is the possibility of modifying the path granularity depending on the trajectory distance.
Creation of the automatic path planning and collision modules and the development of
a kinematics database to use on other brands’ robots are other points to be considered in
the future.
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