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Abstract: Security and access control aspects are becoming more and more essential to consider
during the design of various systems and the tremendous growth of digitization. One of the
related key building blocks in this regard is, essentially, the authentication process. Conventional
schemes based on one or two authenticating factors can no longer provide the required levels of
flexibility and pro-activity of the access procedures, thus, the concept of threshold-based multi-factor
authentication (MFA) was introduced, in which some of the factors may be missing, but the
access can still be granted. In turn, secret sharing is a crucial component of the MFA systems,
with Shamir’s schema being the most widely known one historically and based on Lagrange
interpolation polynomial. Interestingly, the older Newtonian approach to the same problem is almost
left without attention. At the same time, it means that the coefficients of the existing secret polynomial
do not need to be re-calculated while adding a new factor. Therefore, this paper investigates this
known property of Newton’s interpolation formula, illustrating that, in specific MFA cases, the whole
system may become more flexible and scalable, which is essential for future authentication systems.
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1. Introduction

Today, the digital evolution, along with information and communications technology (ITC)
developments, already engross most areas of modern society. Nonetheless, to enable the secure and
private operation of such various co-existing systems, we must develop different information security
instruments. One of those corresponds to the system’s authentication with its user being either a
machine or a human being [1–3].

Standalone growth of authentication systems, from ownership factor (key, access card, etc.)
towards more complicated knowledge (pin, password, etc.) and biometric-based authentication
(fingerprint, facial recognition, gait, etc.), led to the appearance of multi-factor authentication (MFA)
(also known as multimodal authentication in the biometry field) systems [4,5]. MFA utilizes an
intelligent combination of factors of different types and has already become a strong use case for
car-sharing and banking systems [6,7]. Here, each involved factor-provider (physical token, secret code,
biometrics, etc.) in the system has some secret share derived from the access key. When the key is
restored based on a threshold number of collected shares, the authentication is considered a success.
The technology behind has its roots in the field of secret sharing.

One of the most famous secret sharing techniques is the well-known Shamir’s secret sharing
scheme [8]. In the classical version of the scheme, the Lagrange interpolation polynomial is used to
recover the secret, but the addition of new key shares may be a complicated task.
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Many modern systems require a proactive/continuous operation, which is of specific interest in
biometry-related authentication [9]. In the example of car-sharing systems that generally are expected
to utilize biometry-based factors if one of the authentication sensors breaks, it is necessary to quickly
add a new one with an increase (or modification) in the scheme’s threshold. That procedure may be
challenging to execute using the Lagrange polynomial when dividing the secret due to the peculiarities
of constructing the polynomial. Broadly speaking, the entire system should be reinitialized.

The paper provides an investigation of a known property of the Newton interpolation formula for
MFA systems. Namely, using Newton’s interpolation formula instead of the Lagrange interpolation
formula with Shamir’s secret sharing scheme is more beneficial. That is mainly since the entire system
can be made more flexible and scalable since the coefficients of the existing secret polynomial do not
need to be re-calculated [10,11]. Instead of the Lagrange polynomial, its use allows for quick changes of
the threshold value, thereby greatly facilitating and simplifying the process of flexible system changes
and prompt additions of new factors.

The paper is organized as follows. Section 2 provides a brief history of interpolation formulas,
along with descriptions of Lagrange’s and Newton’s polynomials. Further, Section 3 describes
the processes of obtaining the Lagrange formula from Newton’s formula and provides the inverse
transformation. Next, Section 4 is devoted directly to secret sharing schemes based on the interpolation
formulas. Further, Section 5 elaborates on Newton’s polynomial potential for secret sharing and an
example of such use. Significantly, Section 6 provides some examples of polynomials’ utilization for
MFA systems and shows the proof of Newton’s polynomial property for the sake of completeness.
The last section concludes the paper.

2. Overview of Interpolation Polynomials

Generally, interpolation is a method of finding a new solution using a predefined set of
results (values) of the function. The unknown value could be defined as a point using this formula.
Considering a linear interpolation formula, it may be used to find a new value from two (or another
number) of specified points. If we compare such a method with Lagrange’s interpolation formula,
a set of points would be required, and the Lagrange method will be used to find the new value [10].

As an example, consider a linear interpolation formula

y− y1 =
y2 − y1

x2 − x1
x− x1, (1)

where points (x1, y1) and (x2, y2) are known.
Note, there is a significant difference between interpolation and unambiguous reconstruction of a

polynomial from its values at a certain number of known points. Finding an interpolation function has
many solutions since infinitely many curves can be drawn through given points; each of those will be
a graph of a function for which all interpolation conditions are satisfied.

Next, we show the general interpolation scheme for a polynomial in one variable. Consider t
points and the following polynomial of at most (t− 1) degree with a0, . . . , at−1 ∈ Z as

a(x) = a0 +
t−1

∑
j=1

ajxj. (2)

Thus, it could be represented as follows.

a(x) = a0 + a1x + · · ·+ at−1xt−1, (3)

where a0, a1, ..., at−1 are unknown.
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Since t points are already known ({(x1, y1), (x2, y2), . . . , (xt, yt)}), we arrive at t linear independent
equations with t unknown variables:

y1 = a0 + a1x1 + a2x2
1 + · · ·+ at−1xt−1

1 ,

y2 = a0 + a1x2 + a2x2
2 + · · ·+ at−1xt−1

2 ,

. . . (4)

yt = a0 + a1xt + a2x2
t + · · ·+ at−1xt−1

t .

By rewriting in a matrix form, we arrive at
y1

y2
...

yt

 =


1 x1 . . . xt−1

1
1 x2 . . . xt−1

2
...

...
. . .

...
1 xt . . . xt−1

t

 ·


a0

a1
...

at−1

 , (5)

i.e., a Vandermonde matrix, and there are well-known techniques to find its determinant. Finally, it is
not difficult to add a new point after finding values (a0, a1, . . . , at−1).

2.1. Newton’s Interpolation Formula

Scientists began to reevaluate the power of interpolation very long ago. The first mentions
date back to about 300 BC when Babylonian astronomers used interpolation to fill in the gaps in the
planetary celestial coordinate tables known at that time and recorded the data on special tablets. In this
work, we will not go deep into the history of the emergence of interpolation formulas since there were
no major discoveries before the era of the scientific revolution starting in 1611.

As early as in the 17th century, scientists used an interpolation formula equivalent to
the Gregory–Newton formula for the approximation of the function f (x) and finally gave the
linear interpolation.

In 1675, Isaac Newton began his fundamental work on the classical theory of interpolation.
In 1711, his “Methodus Differentialis” met the world [12]. Newton described his discoveries that
became fundamental and are used to this day in many real systems.

Almost 80 years later, Edward Waring published an alternative representation of Newton’s
general formula for arbitrary interval data in 1779. The method did not require the computation of
separated differences, although this formula is attributed to another scientist, Joseph-Louis Lagrange,
who proposed the same formula 16 years later [12].

The Newton formula is an interpolation polynomial designed for a given set of data points. It is
also called the Newton interpolation polynomial with separation of differences since the polynomial
coefficients are calculated using the method of division of Newton differences [13].

For example, (n + 1) points are defined as (x0, y0), . . . (xj, yj), . . . , (xn, yn). The values defined
by xj(j = 0, . . . , n) are interpolation points. The values defined by yj(j = 0, . . . , n) are interpolation
values. For the interpolation of function f , the interpolation values are determined as

yj = f (xj), ∀j = 0, . . . , n. (6)

The polynomial of Newton’s basis is defined as follows

ni(x) =
i−1

∏
j=1

(x− xj), (7)

where i = 1, . . . , n and n0(x) = 1.
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The Newton interpolation polynomial is defined as

Pn(x) =
n

∑
i=0

Kini(x) = K0 + K1(x− x0) + K2(x− x0)(x− x1) + . . . + Kn(x− x0) . . . (x− xn−1), (8)

where Pn(xj) = f (xj), ∀j = 0, . . . , n.
The Newton interpolation polynomial of degree n, Pn(x), estimated by x0, is

Pn(x0) =
n

∑
i=0

Kini(x0) = a0 = f (x0) = f [x0], (9)

Pn(xj) = f (xj), ∀j = 0, . . . , n, (10)

where f [x0] is a zero order divided difference.
The Newton interpolation polynomial of degree n, Pn(x), estimated by x1, is

Pn(x1) =
n

∑
i=0

Kini(x1) = K0 + K1(x1 − x0) = f [x0] + K1(x1 − x0) = f [x1]. (11)

Therefore,

K1 =
f [x1]− f [x0]

x1 − x0
= f [x0, x1], (12)

where f [x0, x1] is the 1-st order divided difference.
Then, Ki in general form could be written as

Ki =
f [x1, . . . , xi]− f [x0, . . . , x(i−1)]

xi − x0
, (13)

where f [x1, . . . , xi] is the n-th order divided difference.

2.2. Lagrange Interpolation Formula

Even though Waring published an alternative representation of Newton’s general formula
for arbitrary interval data first (which did not require the computation of separated differences),
this finding was regrettably attributed to another scientist, Joseph-Louis Lagrange, who proposed the
same formula 16 years later [12].

The Lagrange formula is traditionally represented as a polynomial, where for (n + 1) pairs of
numbers (x0, y0), (x1, y1), . . . , (xn, yn), where xi 6= xj for all i 6= j, there is only one a polynomial L(x)
of degree n, for which L(xj) = yj for all j = 0, . . . , n as

L(x) =
n

∑
i=0

yili(x), (14)

where li(x) =
n
∏

j=0,j 6=i

x−xj
xi−xj

are basic polynomials with the following properties:

1. deg li(x) = n;
2. li(xi) = 1;
3. li(xj) = 0 if j 6= i.
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3. Interpolation Formulas Relation

3.1. Derivation of Lagrange’s Formula from Newton’s Formula

The Lagrange interpolation formula can be obtained directly from Newton’s formula. Let us
consider this transition in more detail.

From (8), we obtain

f (xi) = Pn(xi) =
n

∑
j=0

Kjnj(xi). (15)

Therefore, we can use the following interpolation formula by multiplying each Pn(xi) by
coefficient li(x) as

f (x) =
n

∑
i=0

i

∑
j=0

Kjnj(xi)li(x), (16)

li(x) =
(x− x0)(x− x1) . . . (x− xi−1)(x− xi+1) . . . (x− xn)

(xi − x0)(xi − x1) . . . (xi − xi−1)(xi − xi+1) . . . (xi − xn)
. (17)

3.2. Derivation of Newton’s Formula from Lagrange’s Formula

Newton’s interpolation formula also can be obtained directly from the Lagrange formula.
We consider polynomials P0(x) = f (x0), P1(x), . . . Pn−1(x). In the classical form, Lagrange

polynomial is written as

Pn(x) =
n

∑
i=0

yi

n

∏
k=0,k 6=i

x− xk
xi − xk

. (18)

Let us do a trick and represent the polynomial as the following sum

Pn(x) = P0(x) +
n

∑
i=1

(Pi(x)− Pi−1(x)). (19)

From the interpolation definition, we get that

Pj−1(xk) = Pj(xk) = f (xk) (20)

for k = 0, 1 . . . , j− 1 and j = 1, 2, . . . , n, which means that Pj(x)− Pj−1(x) is an algebraic polynomial
with the zeroes in x0, x1, . . . , xj−1.

Then,
Pj(x)− Pj−1(x) = Aj(xj − x0)(xj − x1) . . . (xj − xj−1), (21)

where Aj is some number. This number could be found knowing the fact Pj(xj) = f (xj):

Aj =
f (xj)− Pj−1(xj)

(xj − x0) . . . (xj − xj−1)
. (22)

Substituting the value of Pj−1 using Lagrange interpolation formula, we arrive at

Aj =
l

∑
k=0

f (xk)

(xk − x0) . . . (xk − xk−1)(xk − xk+1) . . . (xk − xj)
. (23)

Here, it can be observed that this value is the divided difference of the order j:
Aj = f (x0, x1, . . . xj).
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Expressing the rest of the polynomials recursively, we arrive at

Pn(x) =K0 + K1(x− x0) + K2(x− x0)(x− x1) + · · ·+ Kn(x− x0) . . . (x− xn−1)

=K0 +
n

∑
i=0

Ki

i−1

∏
j=0

(x− xj). (24)

Thus, we have shown the possibility of obtaining one interpolation formula from another using
intermediate, auxiliary elements of the corresponding interpolation formulas.

3.3. Additional Notes on the Comparison of the Polynomials

Finally, while speaking about the Lagrange vs. Newton comparison in terms of the number of
calculations required to compute the coefficients, it should be pointed out that the Lagrange coefficient’s
calculation requires n2 additions and multiplications. For Newton, it is only n2/2 [14], which indicates
a benefit of the utilization of the latter one, especially for resource-constrained devices.

Interestingly, the authors of [15] highlight the possibility of using pre-calculated coefficients
in the Lagrange formula in the case of a fixed, previously known group of users (devices, factors,
parameters, etc.) with the corresponding identifiers (denoted xi in this work and as ui in [15]).
Under this condition, one can pre-calculate the coefficients for the Lagrange interpolation function,
significantly reducing computation when assembling a secret. However, when the values of the
identifiers (xi or ui) of the participants of the secret assembly are not known in advance, or a new
factor/parameter appears (as in the following example of the MFA operation,) such a simplification of
calculations for the Lagrange formula, unfortunately, cannot be performed.

4. Shamir’s Secret Sharing Scheme

The first (k, n) threshold secret sharing scheme was proposed in 1979 by Shamir [16] and
Blackley [17], who worked independently of each other. The basic principle of these schemes is
sharing the secret between the participants in the information exchange when everyone has only a
part of the key. The secret can be recovered only if a specified number of key shares are combined.

Any schema of this type, as a rule, consists of secret sharing and secret recovery phases [18].
For example, let D be a secret data. The scheme’s purpose would be to divide D into n shares D1 . . . Dn

with the following conditions met:

1. D is easily calculated if k or more of its shares are known;
2. D cannot be calculated if k− 1 or fewer of its parts are known.

Shamir’s secret sharing scheme is based on the Lagrange interpolation formula and is still
one of today’s most popular schemes. Besides, there are schemes based on the Chinese remainder
theorem (CRT) for integer rings proposed by Mignotte [19] and by Asmuth and Bloom [20], and on
error-correcting codes proposed by McEliece and Sarwate using non-systematic Reed–Solomon
codes [21].

The following subsection will describe the main phases of Shamir’s secret sharing scheme in
more detail.

4.1. Secret Sharing

Let us denote a prime number p > D. This number is known to all participants in the exchange.
Let us construct a polynomial from Fp[x] of degree l − 1 with random coefficients and a0 = D as

L(x) = al−1xl−1 + al−2xl−2 + · · ·+ a1x + D. (25)
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The secret shares are calculated using

D1 = L(1),

D2 = L(2),

. . . (26)

Dn = L(n).

As a result, each exchange participant receives his share of the secret and its number.

4.2. Recovering a Secret

To recover the secret, the Lagrange interpolation polynomial is used. Here, (l + 1) pairs of
numbers (x0, y0), (x1, y1), . . . , (xl , yl) with xi 6= xj for all i 6= j and there is one and only one polynomial
L(x) of the degree l, for which L(xj) = yj for all j = 0, . . . , l.

The following equations are used for the calculation:

D = L(0) =
l

∑
i=0

yili(0) mod p,

li(0) = (−1)l
l

∏
j=0,j 6=i

xj

xi − xj
mod p. (27)

The above formulas have the following properties:

1. Polynomial degree n;
2. li(xi) = 1;
3. li(xi) = 0 if j 6= i.

As shown earlier, Shamir’s secret sharing scheme is based on the Lagrange interpolation
polynomial. With an increase in the degree of a polynomial, and accordingly, an increase in the
number of interpolation nodes required to restore it, it is necessary to rebuild the entire polynomial,
which is inconvenient when using MFA. Let us demonstrate this statement with an example.

Suppose we have a car-sharing system based on the Lagrange polynomial, and currently,
three factors are used to authenticate the driver. However, the owner wants to add a new factor
(a new immobilizer or a pin code). At the current moment, the system has already calculated the
values l0, l1 . . . l3 and calculated the final polynomial L(x). When adding a new factor, the product
in the formulas for calculating li must be counted again since n has changed. Thus, it is necessary to
recalculate all the values l0, l1, l2, and l3, and calculate the new value of l4, which is quite costly
computation-wise. In order to solve this problem, one can use another representation, namely,
the Newton polynomial.

5. Newton’s Polynomial in Secret Sharing Schemes

Newton’s interpolation polynomial of degree n can be represented as

Pn(x) =
n

∑
i=0

Kini(x) = f [x0] +
n

∑
i=1

f [x0, . . . , xi]ni(x). (28)

Note that increasing the degree of the polynomial by one while the values of the polynomial at
the previously known points remain unchanged will require adding the (n + 1)-th interpolation node,
and accordingly, calculating the coefficient

Kn+1 =
f [x1, . . . , xn+1]− f [x0, . . . , xn]

xn+1 − x0
, (29)
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as well as Kn+1(x− x0) . . . (x− xn) values. Moreover, since the polynomial values at previously known
points do not change, for the remaining degrees of the polynomial they do not change. Basically,
there is no need to recalculate the previous coefficients; one only need add a new one.

The recalculated Newton interpolation polynomial of degree n + 1 can be, thus, represented as

Pn+1(x) =
n+1

∑
i=0

Kini(x) = f [x0] +
n+1

∑
i=1

F[x0, . . . , xi]ni(x) = Pn(x) + f [x0, . . . , xn+1]nn+1(x). (30)

In the Lagrange interpolation polynomial, if it is necessary to increase the degree of the polynomial
we have to recalculate the values of the polynomial at the previous known points and the corresponding
addition of one more (n + 1)-th point. All interpolation coefficients must be recalculated since each
term of the polynomial takes a single correct value, and when a new point is added, the values of all
terms of the polynomial need to be aligned according to the new point.

6. Utilization Examples

6.1. Use Case Description

Let us assume to use an MFA system as a combination with biometric factors, a password, and a
physical key. At first, let this system has two biometric factors: fingerprint and facial recognition.

These factors will be represented as two points with the coordinates (x1, y1), (x2, y2). By using
Lagrange and Newton interpolation formulas, we calculate a function (in this particular case,
linear function) f (x), which goes through two these points. Then, we choose password and key values
as some points on this curve (xkey, ykey), (xpass, ypass). Finally, we have a curve f (x), deg f (x) = 1 with
four factors that are represented as points (x1, y1), (x2, y2), (xkey, ykey), and (xpass, ypass) on it.

It becomes straightforward to construct a threshold system k = 2 from n = 4 by using such
a curve.

Assume, we wish to add to this MFA system one more biometric factor represented as the point
with the coordinates (x3, y3). In this case, we have to calculate new function φ(x), which goes through
three points (x1, y1), (x2, y2), and (x3, y3) associated with the corresponding three biometric factors.
Therefore, we should replace the function f (x) with function φ(x). After that, in the same way as in
the previous case, we choose password and key values as some points (xkey′ , ykey′), (xpass′ , and ypass′)

on this curve.
Finally, we have a curve φ(x), deg φ(x) = 2 with five factors which are represented as points

(x1, y1), (x2, y2), (x3, y3), (xkey′ , ykey′), and (xpass′ , ypass′) in it.
Using this curve allows us to construct a threshold system k = 3 from n = 5.
Now, we will resolve this case in terms of Lagrange and Newton interpolation formulas.
To construct a new curve associated with the function φ(x), deg(φ(x)) = 2, we should use two

previous known points (x1, y1), (x2, y2) and one new point (x3, y3). Using Lagrange interpolation
formula, it is necessary to change the polynomial, and thereby all basis polynomials must be
recalculated. In Newton’s polynomial form, there is an advantage that only the last term must
be found to obtain the new polynomial. Next, we show some simple examples of adding one new
biometric factor using two variants of polynomials.

6.2. Lagrange Interpolation Example

This section shows a simple example of how to add a new point using a Lagrange
interpolation formula.

At first, let us assume that there are two known points (x1, y1), (x2, y2) associated with two
biometric factors, and it is required to find the function f (x), which goes through the corresponding
two points.
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x x1 x2

−1 0
f (x) y1 y2

4 2

To find the function f (x), we use the Lagrange interpolation formula

f (x) =
(x− x2)

(x1 − x2)
· y1 +

(x− x1)

(x2 − x1)
· y2. (31)

Then, we simply calculate f (x):

f (x) =
(x− 0)
(−1− 0)

· 4 + (x + 1)
(0 + 1)

· 2 = −4x + 2x + 2 = −2x + 2. (32)

If we add a third biometric factor as a point (x3, y3) on the second step, we obtain the following.

x x1 x2 x3

−1 0 1
f (x) y1 y2 y3

4 2 −2

To find a new function φ(x) with degree 2, we should recalculate all coefficients in the
following way.

φ(x) =
(x− x2)(x− x3)

(x1 − x2)(x1 − x3)
· y1 +

(x− x1)(x− x3)

(x2 − x1)(x2 − x3)
· y2 +

(x− x1)(x− x2)

(x3 − x1)(x3 − x2)
· y3. (33)

Therefore, we obtain

φ(x) = (x−0)(x−1)
((−1)−0)((−1)−1) · 4 +

(x−(−1))(x−1)
(0−(−1))(0−1) · 2 +

(x−(−1))(x−0)
((1)−(−1))((1−0) · (−2)

= −x2 − 3x + 2.
(34)

Here, we demonstrated how to find a new interpolation function using the dataset extended by
one biometric factor. In this case, all basis polynomials must be recalculated.

6.3. Newton Interpolation Example

This subsection presents a simple example of how to add a point (x3, y3) = (1,−2) using Newton
interpolation formula. The same example as in the previous subsection is used.

x x1 x2

−1 0
f (x) y1 y2

4 2

To find the function f (x), we use Newton interpolation formula

f (x) = K0 + K1(x− x1). (35)

Let us find divided differences:

K0 = y1 = 4, (36)

K1 = f [x1, x2] =
y2 − y1

x2 − x1
=
−2
1

= −2. (37)
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Next, we calculate the function f (x) as

f (x) = 4 + (−2) · (x + 1) = −2x + 2. (38)

If we add a third biometric factor as a point (x3, y3) at the second step, we obtain the following.

x x1 x2 x3

−1 0 1
f (x) y1 y2 y3

4 2 −2

Then, we only have to find a new divided difference instead of full recalculation as

f [x1, x3] =
y3 − y1

x3 − x1
=
−6
2

= −3, (39)

K2 =
f [x1, x3]− K1

x3 − x2
=

(−3) + 2
1

= −1, (40)

and next, we just need to calculate the polynomial

φ(x) = K0 + K1(x− x1) + K2(x− x1)(x− x2) = f (x) + K2(x− x1)(x− x2), (41)

φ(x) = −2x + 2− (x + 1)x = −2x + 2− x2 − x = −x2 − 3x + 2. (42)

This simple example clearly shows the features of two interpolation algorithms. The presented
calculations demonstrate the fundamental difference between the Newton formula and the Lagrange
formula: when the number of interpolation points increases in the Newton formula, it is unnecessary
to recalculate all the previous components of the interpolation formula.

7. Conclusions

The evolution of the authentication schemes towards multi-factor ones leads to the need to
redesign the access procedures to become more proactive with regard to potentially missing factors
(due to sensor failure or the human factor). In this paper, we propose to use the Newton polynomial
instead of the Lagrange polynomial in secret sharing schemes. The resulting flexible scheme can
quickly change the number and composition of factors, which means that secret sharing schemes
based on Newton’s interpolation polynomial are potentially suitable for organizing MFA and can be
recommended for use in various modern systems that require a timely reaction to the changes.

Comparing the Newton and Lagrange interpolation formulas, some significant advantages of
using it should be highlighted. Firstly, Newton’s polynomial application allows for faster execution
time compared to Lagrange’s interpolation, since the latter requires divisions, whereas Newton’s
polynomial does not use divisions at all. Secondly, the coefficients in the Newton form can be found
somewhat faster than in the Lagrange form (n2/2 versus n2), since the use of Newton’s polynomial
does not require full recalculation of the polynomial. Finally, it was shown that one could substantially
reduce complexity using Newton’s polynomial instead of the Lagrange one when necessary to increase
the number of interpolation points in secret sharing schemes.
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