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Abstract: Physical information is a property of nature. How does physical information persist over
time? Does it do so as an object, process, or event, which are things considered in the current persis-
tence theories? Physical information is none of these, however, this implies that persistence theories
cannot explain the persistence of information. We therefore study the persistence of snowflakes,
ephemeral natural structures, to better understand the persistence of natural things, such as phys-
ical information. The transitory nature of snowflakes suggests that physical information persists
as nature’s latent order, therefore, it is associated with natural structures, but it is not identical to
them. This interpretation preserves the properties attributed to physical information, particularly its
foundational character. The concept of physical information as latent order accords with Burgin’s
General Theory of Information (GTI), which is currently the most comprehensive conceptualization
of information that has been proposed.

Keywords: information; physical information; persistence; snowflakes; latent order in nature; General
Theory of Information

1. Introduction

Information is a physical phenomenon that is perceived as a form or organization
of nature. (For the different explanations of this concept, see the works of physicists and
philosophers like Turek [1], Collier [2], Wilczek [3], Carroll [4], and Rovelli [5]; cosmologists
such as Reeves [6], Stonier [7], or Heller [8,9]; and philosophers such as von Baeyer [10],
Seife [11], Burgin [12], and Krzanowski [13].) As every physical] phenomenon exists in
time and space, at least for a certain time, so does physical information. All physical
things (including the Universe itself)” persist in that they come into existence, exist for
a certain time (maybe in changing forms), and disappear (as with Heraclitian flux)?, but
what happens to information?

We will define the concept of persistence more rigorously later, but for now, persistence
should be interpreted as the property of something to exist through time simpliciter (after
Lewis [22], p. 202)*. Persistence theories, as well as common sense, tell us that there
are different modes of persistence, so different things will persist differently. Here, we
ask the following question: How does physical information persist? Does it persist as a
physical object, or perhaps as a process, event, or something else? What, if anything, does
its persistence tell us about its nature?

Thus, we begin our inquiry by reviewing how physical information has been concep-
tualized and which properties have been attributed to it. We then review the main theories
of persistence. On concluding that the current theories of persistence cannot account for the
persistence of information, we proceed to examine the persistence properties of snowflakes,
assuming that this will help us learn about the persistence of physical information. We
ultimately conclude that physical information persists as a latent order, or natural potential,
to form low-entropy complexes that can be perceived as complex structures (with complex
morphologies) in nature, much like snowflakes are. Furthermore, the concept of physical
information as the latent order of nature to form structured complexes aligns with the
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claims about information within the General Theory of Information (GTI) put forward
by Burgin [12,26,27], which is the most fundamental and universal conceptualization of
information proposed thus far.

2. Information: Physical and Epistemic

Information is a polysemantic concept with many, often contradictory, definitions,
and this view is reflected in most studies®. Nevertheless, information can be viewed, not
reductively®, from two perspectives, namely epistemic and physical (or ontological in the
sense explained by John Searle)”.

The prevailing view is that information is epistemic, so it is centered on humans or other
conscious agents. The concept of epistemic information has seen many incarnations, so no
single definition will be acceptable to everyone or even some nebulous majority. Take for
example, Bar-Hiller and Carnap [36], Brooks [37], Rucker [38], Buckland [39], Devlin [40],
Loose [41], Sveiby [42], Dretske [43], Casagrande [44], Floridi [30,45], Burgin [26], Lenski [46],
Vernon [47], and Dasgupta [48], among others. Each of these authors created a somewhat
different version of epistemic information, yet they all share several key similarities. For
example, they all associate information with meaning, value, knowledge, or semantics, with a
common thread enabling them to be collected under one heading. Epistemic information is
associated with knowledge, a belief, or a communication process in its more generally and
broadly understood meaning. However, epistemic information can only exist if someone, or
something, recognizes something as information, usually in a communication process (e.g.,
Shannon [49], Cherry [50], Casti [51], Smith [52], Vernon [47]). For an in-depth discussion of
epistemic information, see the work of Krzanowski [13], for example.

Information has also been conceptualized as physical information (also referred to as
ontological information (Burgin and Krzanowski [34]). Physical information is an objective,
mind-independent phenomenon, as physical phenomena generally are. We perceive it as a
part of the real world, and no person or other cognitive agents, whether artificial or natural,
is a reference point for it. Original studies that conceptualize information as a physical
phenomenon have been published by von Weizsédcker [53], Turek [1], Heller [8,9], Collier [2],
Stonier [7], Reeves [6], De Mull [54], Polkinghorne [55], von Baeyer [10], Seife [11], Dodig-
Crnkovic [56], Hidalgo [57], Wilczek [3], Carrol [4], Rovelli [5], Davies [58], Sole and
Elena [59], and Krzanowski and Polak [60] although this list is of course not exhaustive.

The properties attributed by these studies to physical information reflect its physical
nature, such that physical information is characterized by epistemic neutrality (EN), physical
embodiment (PE), and formative nature (FN) [13]. We formalize this in Definition 1:

Definition 1. Physical information is characterized by epistemic neutrality (EN), physical embodi-
ment (PE), and formative nature (FN) [13].

Epistemic neutrality (EN) refers to how the phenomenon of physical information exists
independently of any observer or other cognitive system, whether biological or artificial.
Thus, physical information exists independently of any mind® (natural or otherwise), any
system or process, or any cognitive state. Physical information is therefore objective, a
natural phenomenon with no inherent meaning, and an element of nature itself. Physi-
cal embodiment (PE), meanwhile, positions information as a physical phenomenon that
is subject to physical laws’. Furthermore, information exists much like other physical
phenomena exist, because it exhibits the same class of properties (quantifiability and opera-
tional properties) as other physical phenomena. Furthermore, it seems that any matter that
exists in a physical sense contains information. Finally, formative nature (FN) implies that
information is responsible for the organization of the physical world, such that information
is expressed through structures/forms and the organization of things, but it is not the
structure itself (see e.g., [60]).

Physical information appears to be more fundamental to the concept of information
than epistemic one for at least two reasons. (1) Epistemic information requires a physical
medium for existence; thus, it needs a presence of physical information. (2) If information is
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perceived as foundational in the universe it must be independent of any cognitive agent'",
which physical information, by definition, is.

In the remainder of this paper, any references to information refer to physical infor-
mation, so when we discuss the persistence of information, we mean the persistence of
physical information and not anything else'!. In the literature physical information in
the sense used here is also referred to as ontological information [13,34]. In the following
section, we inquire as to whether persistence theories, as they stand today, can account for
the persistence of information.

3. Persistence in Philosophy

Persistence is the propensity of an object to exist through time. It was originally
formulated by Lewis through the following statement: “something persists iff, somehow or
other, it exists at various times; this is the neutral word” [22]. More specifically, persistence
theories are concerned with the identity and constitution of things over time, whatever they
may be. Lewis’s definition—with its use of vague terms like something, somehow, and
various times—is quite generic and denotes nothing specific'?. Feeding on this ambiguity,
numerous theories of persistence and multiple variants have been proposed, with them
often contradicting each other.

Two leading proposals are the theories of endurance and perdurance [21,22,67-77].

When something endures, it exists in time as a whole with no missing parts and no
temporal parts (“something endures iff it persists by being wholly present at more than
one time” [Lewis [22], p. 202). Endurantism is denoted as a three-dimensionalism because
enduring objects persist wholly in three dimensions over time and at every point in time.
Endurantism is how we commonly perceive physical objects (e.g., [21,38,71]. For example,
a glass bottle endures this way, such that a bottle discarded in the forest occupies a specific
place as a whole. Moreover, it will occupy that specific place in time for as long as it exists
as a whole, regardless of whether it exists for minutes, hours, days, years, and so on. An
enduring object as a whole can occupy different places in space, or more specifically, a space
is occupied by the object filling that space. Though, as a whole it also occupies different
time intervals (i.e., places in time) at different times, but it is “wholly present” in those
places it occupies in time. In this way, enduring objects persist over time.

When things perdure, they do so in temporal parts by retaining their identity over
time, or in the words of Lewis [22] “something perdures iff it persists by having different
temporal parts, or stages, at different times, though no one part of it is wholly present at
more than one time.” Thus, these parts exist at different times, so only a part of that thing
exists at any present moment. For example, travel perdures, with us being at the start
of a journey at time t; or at the end at another time t,. Likewise, the rain perdures, and
processes (a paradigmatic case of perdurance) perdure (e.g., [68,74-78]). Perdurantism is
denoted as a four-dimensionalism, because perduring objects extend over four dimensions.
Perduring objects persist in time because different parts (i.e., proper parts)'® of them exist
at different time intervals. In other words, a perduing object is partially present at any
specific time interval. This contrasts with the “wholly present” nature of enduring objects
because perduring objects persist in time as different parts (e.g., [68,71,77]).

The theory of perdurance may see objects as time worms (worm theories) or object-worms
extending through time, or it may see objects through a stage-based view (exdurantism). From
this perspective, things perdure in a series of instantaneous stages with different indexes
to each stage, such that objects exist like time-lapse photos (e.g., [68,80]). Nevertheless, the
stage-based view seems to run roughshod over physics and common sense. (See Costa’s list
of arguments [77].) Of course, one may argue that all endurance theories run into similar
problems at one point or another, which leads us to the next paragraph.

Now, which theory of persistence is closer to reality (and common-sense) is a matter
of semantics, personal beliefs [68], and the definitions of identity, parts, time (continuous
vs. discrete), space, and spacetime, as well as our interpretation of reality, because these
theories are, after all, about what reality is. Thus, there are good arguments for and
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against each of these theories (e.g., [69,73-75,77,81-84]). The differences in these theories
are especially evident when addressing so-called puzzle cases, such as the cases of David
and the Lump, Lump and Goliath, and the Ship of Theseus (e.g., [73,85]). We will not pass
judgement on the veracity or vacuity of these theories because our question is more about
which of the current persistence theories, if any, apply to information.

4. The Persistence of Information

Theories of persistence apply to objects with proper parts (i.e., things, hunks of matter),
persons (e.g., [74]), events, and processes (e.g., [70,73,86]). However, physical information is
not any of these, so the current theories of persistence do not seem to apply'*. Furthermore,
as all the current persistence theories have been criticized, selecting one or another to
account for the persistence of information would not resolve the problem but rather initiate
a debate because each option would be contested.

What we can say, however, is because Lewis’s original theory of persistence (something
endures iff it persists by being wholly present at more than one time) states the general
concept of persistence. In addition, because of its neutrality, Lewis’s theory of persistence
(in its general formulation) is in principle applicable to the persistence of information as
well, as it applies to anything (the “something” of Lewis) that exists in time, much like how
Heraclitian flux applies to more than rivers! The same cannot be said of the more-specific
theories of persistence. Let us formalize this observation as Argument (1).

(P1) Theories of persistence are about objects, events, and processes.

(P2) Theories of persistence treat persisting entities as wholes or a composition of
(proper) parts.

(P3) Information is defined by three features: EN, PE, and FN.

(P4) Information is not an object, event, or process.

(P5) Information cannot be seen as being whole or having parts (proper).

Thus,

(CO0) Theories of persistence cannot account for the persistence of information.

Now, (C0) indicates that the persistence of information is not resolved by the current
persistence theories, but it does not disappear as a problem'”. Indeed, we are still left with
questions about how physical information persists because we assume that as an element
of nature, it must persist. We posit that our understanding of the persistence of information
may be enhanced by studying the persistence of snowflakes as epitomes of natural objects
caught up in Hericalitian flux.

5. Snowflakes, Information, and Persistence

We regard snowflakes as low-entropy complexes that epitomize the persistence of
natural objects [6]'°. Forming complexes (i.e., ice crystals) that later disintegrate exempli-
fies nature’s flux—transition from low—high- low organization states. Snowflakes come
into being in specific conditions (see below), under the spontaneous (natural) process of
crystallization, such that water vapor crystallizes to form a solid- an ice crystal. They exist
for a certain period before disappearing when the surrounding conditions change.

Snowflakes are single ice crystals formed from water vapor. They usually form com-
plex symmetric, hexagonal structures, with none of these structures ever being identical,
at least in natural conditions'’. Ice crystals form under specific conditions related to
temperature, humidity, and other external factors (e.g., [87,90-92]. In 1951, the Interna-
tional Association of Cryospheric Science differentiated, as a function of temperature and
humidity, ten morphological types (phenomenological classifications) of ice crystals, al-
though recent studies have increased this number [87]'®. The formation of snowflakes
is spontaneous (natural); we can say that snowflakes are self-organizing systems, given
the right environmental conditions. Thermodynamically, snowflakes form in open sys-
tems in which there is an energy transfer between the local system and the surroundings
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(e.g., [88,92,96-98]), thus preserving the overall entropy growth when entropy of the local
system (a snowflake) decreases.

To get the entire picture of a snowflake’s lifecycle, we needed to account for changes
in the entropy and energy exchange of the ice crystal (local system) and the surroundings.
Thus, during snowflake creation the total entropy (of the surroundings i.e., of the Universe)
increases (The Second Law of Thermodynamics) with local entropy (of a snowflake) decreas-
ing. The reverse applies when the snowflake dissolves, with the energy influx increasing
the local entropy as the snowflake transitions from an organized crystal state to a less orga-
nized (with higher entropy) liquid state'?, the total entropy balance (local + surroundings)
increases; all these phase transitions occur spontaneously (naturally) (e.g., [88,92,98-100]).

Changes in phase transition in a snowflake’s lifecycle can be more formally expressed
using Gibbs energy?’. Gibbs energy is expressed as G = H — TS, where G is Gibbs energy,
H is enthalpy, T is an absolute temperature, and S is entropy”'. The change in the Gibbs
energy can be identified with a change of total energy for a process that occurs under the
constant pressure and temperature ([98], p. 71). Gibbs energy change, (AG < 0), is negative
for spontaneous processes under the constant pressure and temperature. With (AG > 0)
the process requires influx of energy (process is not spontaneous), and with (AG = 0) the
process is in equilibrium state. When snowflake fission, T increases and TS becomes
larger when G decreases (spontaneous process has G decreasing). When freezing occurs
T decreases, TS becomes smaller and G (H-TS) increases. Still the total entropy increases
(system + surroundings) (see e.g., [98,101,102])%2.

Let us formalize snowflakes crystallization-fission process as Argument (2):

(P5) Snowflakes are created spontaneously in nature.

(P6) Snowflakes have complex structures.

(P7) Information, by definition, is associated with structures (see the discussion in
previous sections)

Thus

(C1) Snowflakes have complex structures, by definition, associated with information.

How does information persist in snowflakes? We can discern two options.

Option (1): Let us assume that information is the physical form or structure or mor-
phology of an object. Snowflakes are objects with complex shapes that emerge through a
spontaneous process of crystallization and later disappear along with their complex shapes.
Thus, if information is equated with a snowflake’s morphology, it must also emerge and dis-
appear, making information an unstable property. Let us again formalize this observation
as Argument (3):

(P8) Snowflakes contain information (from C1).

(P9a) Information in snowflakes is their physical form perceived as organization.
(P10) Snowflakes are unstable objects, i.e., they change form.

Thus

(C3) Information is unstable.

Option (2): Let us assume that, as we have defined it in this paper, information is
latent order?®, the potential of nature to create complex morphologies, or low-entropy
complexes like snowflakes under the right conditions®*. Thus, the latent order disclosed in
such processes exists in nature, so it exists for as long as nature exists””. It does not emerge
out of nowhere, nor does it vanish along with the object. Latent order in nature persists,
and we denote this latent order as information. Now, let us formalize this observation as
Argument (4):

(P8) Snowflakes contain information (from C1).
(P9b) Information in snowflakes is IN their physical form.
(P11) The physical form of snowflakes is an expression of latent order in nature.

(P12) Latent order in nature persists alongside nature.
Thus
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(C4) Information as the latent order of nature persists with nature.

Now, what is Argument (4) telling us about information and its persistence?

Information in snowflake crystals is disclosed through their complex morphologies,
but it is not morphology as such. Information is rather latent order in nature that is seen in
nature’s organization. By definition (see Definition 1), information (as latent order) is not
directly observable, so what is observed as natural structures are its effects, i.e., information
discloses itself through the morphology (i.e., structure, form) of a physical object. This is
what the formative nature (FN) property of information tells us.

So, how does information persist? (C3) would force us toward a definition of infor-
mation as an ephemeral, unstable phenomenon that is hardly suitable for a foundational
feature of nature, never mind the Universe. Conversely, in (A4), we concluded (C4) that in-
formation as latent order in nature is a permanent (intrinsic) feature of nature. We could say
it co-exists with nature. Thus, Option (2) seems better suited for describing the persistence
of information in snowflakes and as defined in Definition 1.

Generalizing this observation from snowflakes to nature, we could say that Option (2)
establishes information as a fundamental element of nature that is responsible for nature’s
structural properties, one that is always present and not vanishing or emerging as a “force”
or “tendency” that counteracts the Second Law of Thermodynamics (e.g., [88,103,104]).

Nevertheless, can we really generalize, as we just did, this observation from snowflakes
to nature? It seems that we can. A snowflake’s emergence and disappearance are results of
the interplay between two tendencies of nature, namely (a) the creation of local low-entropy
complexes and (b) nature’s drive toward the increased global entropy [88,104-106]. It may
be suggested that (a) is an expression of nature’s power for latent order (the term used in
this study) or an inherent feature of nature much like entropy is, although it may counteract
it in a local context. Thus, the interplay between (a) and (b) resulting in the emergence of
natural complexes that is observed for snowflakes discloses persistent properties that are
intrinsic in nature in general, not just in snowflakes.

6. The Persistence of Information: Conclusions

In the introduction we asked three questions: (Q1) How does physical information
persist? (Q2) Does it persist as a physical object, or perhaps as a process, event, or something
else? (Q3) What, if anything, does its persistence tell us about its nature? Did we find the
answers to them and if yes, what are they?

As a reminder, as we have said in the introduction in paper, any references to informa-
tion refer to physical information, so when we discuss the persistence of information, we
mean the persistence of physical information and not anything else. In the literature physi-
cal information in the sense used here is also referred to as ontological information [13,34].

On the persistence of information (Q1, Q2), we may say (Al, A4):

e  Physical information as latent order (i.e., the potential of nature to create complex
morphologies or low-entropy complexes) is intrinsic to nature. It does not disappear
when an object disappears, nor does it emerge out of nothing when a complex object
emerges. It persists alongside nature.

o  Consequently, persistence theories (i.e., endurance, perdurance, and their derivations)
do not apply because these theories have been mostly constructed to account for the
persistence of ordinary objects.

e Information cannot be the subject of endurance theories dealing with physical objects
simpliciter. In addition, formative nature is not an event or a process as they are
defined in persistence theories. We also cannot say that information behaves as
“wholly present” objects like in endurance theories, nor is information “partially
present” at different times as time-indexed parts or a time worm with temporal parts.

e Ifinformation were equated with shape/form/morphology (which is not), the current
theories of persistence might be applicable to persistence of information in some form.

e  On the properties of information (Q3), we may say (A3, A4):
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e If physical information plays a fundamental role in nature, information cannot be
identical to, or identified with, the external form or shape of an object because this
is temporal and ephemeral. These forms would be better regarded as the medium
through which information discloses itself to us at any given moment in time as
unstable states of matter, rather than information itself2°.

e  Thus, information conceptualized as latent order in nature, or nature’s potential to
spontaneously form local low-entropy complexes, satisfies the properties attributed to
information in the works of Burgin [12,27], Burgin and Mikkilineni [107], and Burgin
and Krzanowski [34].

e  Further, the definition of information formulated by Burgin [12,27], Burgin and Fe-
instel [108], and Burgin and Mikkilineni [107] stating that information is a capacity
(ability or potency) of things, both material and abstract, to change other things (Onto-
logical Principle O2) [12,27,107,108]*® reflects best information (in the sense of physical
information or ontological information) as latent order in nature””.

Finally, about information as nature’s potential (Q3), we may say:

The concept of physical information as the potential of nature to create low-entropy
complexes appears similar to the concept of Aristotelian potency. Several current stud-
ies imply the existence in nature of the potentiality, which is also referred to as self-
organization, to create forms or complexes (see e.g., [103], p. 69). However, we should
add that potentiality in its modern form does not attribute Aristotelian telos to nature™.

e Information (physical information or ontological information) as nature’s potency or
power should be the topic of a separate study. (See the discussion of nature’s potencies
in the work of Bird [110] or Austin and Marmodoro [111].
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Notes

1

6

” o

By “physical,” we mean “real,” “pertaining to the material universe,” “material,” or something “subject to physical laws.” The
concept of something physical being fundamental to our thoughts is difficult to define, and any definition will be open to
controversy (see Stoljar [14]). See also the discussion of the physical world in Armstrong [15].

At least this is the view of The Standard Model of Cosmology (see the discussion about the SMC in, for example Smeenk and
Ellis [6,16], Scott [17], Page [18]).

An interpretation of Heraclitian flux must be conducted with care. Heraclitian flux may mean that everything changes, such
that nothing ever stays the same (Graham [19]). For example, a Heraclitian river may seem to stay the same, but the water in
it changes—see, for example, Kirk et al. [20]. The modern expression of Heraclitian flux can be found in one of Haslanger’s
sentences: “Things change: objects come into existence, last for a while, go out of existence, move through space, change their
parts, change their qualities, change in their relations to things” (Haslanger ([21], p. 326).

Persistence, in common parlance, is often associated with an intentional agent and intentional action (see common uses of
“persistence” in The Britannica Dictionary [23], Collis Dictionary [24], or Meriam Webster Dictionary [25]. However, this meaning
is not applicable to this discussion.

This conclusion is shared by many researchers who have investigated the nature of information. See, for example, the works of
Wersig and Neveling [28], Janich [29], Floridi [30], Nafria [31], Adriaans [32], and many others.

By “non-reductively,” we mean that most information types can be classified into one of these two classes or variants thereof, as
well as perhaps a mixture of the two; Popper’s Third world may be an exception here [33], but see also [34].

See the lecture of John Searle [35] for an explanation of the objective/subjective ontological and epistemic claims.

The word mind is understood here as a set of cognitive faculties that include a consciousness, perception, thought, judgment, and
memory. This could include an artificial system with a subset of cognitive-like functions.
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20

21
22

23

24

25

26

27
28

We make no claims about what the laws of nature are and whether they exist and how, such as with the Regularity theory vs. the
Necessitarian theory [61,62]. The term “laws of nature” cam be interpreted in this context in a generic way as “a stated regularity
in the relations or order of phenomena in the world that holds, under a stipulated set of conditions, either universally or in a
stated proportion of instances” [63].

This goes against Wheeler’s “It from bit” and similar conjectures [64].

“Ontological information is orthogonal and complementary to mental information. Epistemic information, which has been
studied by different researchers, is a type of mental information and, thus, it is orthogonal to ontological information” [34].

It seems that “something” for Lewis may mean an ordinary thing, a person, a body, or an electron [22] (with an electron Lewis
may be missing an explanation, see [65,66]). There is an obvious difference between a person’s mode of existence and that of an
electron, however, and this difference escaped Lewis’s attention. This makes us wonder if even a generic term like “persistence”
can apply to both a person and an electron, as Lewis’s definition would suggest. Thus, Lewis’s attribution of persistence to “an
ordinary thing, a person, a body, or an electron” is at best questionable, and so is the meaning of “something.”

“Something is a proper part of something else if and only if it is a part of it, but is not identical to it” (Lando [79], p. 52). In this
way, Democritus’s atoms cannot have proper parts, because they are indivisible, but atoms in modern physics can.

Specifically, physical information has three properties: epistemic neutrality (EN), physical embodiment (PE), and formative
nature (FN). Epistemic neutrality, as it pertains to knowledge or value, is of no consequence to the persistence (existence in time)
of physical objects. Physical embodiment does not equate information with the physical object, because physical information is
not a hunk of matter. Thus, information cannot be the subject of endurance theories dealing with physical objects simpliciter.
In addition, formative nature is not an event or a process as they are defined in persistence theories. We also cannot say that
information behaves as “wholly present” objects like in endurance theories, nor is information “partially present” at different
times as time-indexed parts or a time worm with temporal parts.

If information were equated with shape/form/morphology, the current theories of persistence might be applicable to persistence
of information in some form.

“In many ways, the formation of ice crystals from the vapor phase is an excellent case study of crystal growth dynamics and
pattern formation during solidification” [87].

“The reason for why no two snowflakes are alike is that the particular shape is determined by the path the flakes take through the
clouds as they are forming. It is unlikely that two would take the same path. In addition, a snowflake consists of 109 molecules of
water. Having an identical arrangement of such a number of molecules is practically impossible” (e.g., [88,89]).

Depending on humidity and temperature, snowflakes may be formed as plates (dendrites, plates), columns (needles, hollow
columns, solid prisms), plates (stellar plates, thin plates, solid plates), and plates and columns [86,93-95].

Entropy for organized systems (like crystals, complex molecules, compounds of molecules, etc.) decreases by comparison to the
entropy of the same molecules existing in non-organized states.

“AG, matches what we know about the physical chemistry of water: below 0 °C, it freezes spontaneously (AG < 0), at 0 °C
solid water and liquid water coexist (AG = 0), and above 0 °C, ice is unstable (AG > 0). AG is negative for what we know is a
spontaneous process, and it is positive for the reverse process. As we know from experience, a stretched rubber band will contract
when released. What is the sign of AG for this process? Negative! AS is large and positive, making -T AS negative, and AH is
negative. More generally, AG < 0 is a basis for explaining chemical reactivity, equilibrium, and phase behavior ([101], p. 86)”.
With G, H are given in joules (J) (1 ]J=1kg m?s 2, Sis given in joules per K (kg m? s 2K~1) and T in kelvins (K).

Natural systems spontaneously tend to lower Gibbs energy. Thus, high Gibbs energy systems like living organisms are unstable
and have to have constant influx of energy to maintain their high energy states (more on this issue see [98,101,102]. We may say
that all complex systems (including all living systems) are highly non-equilibrium systems that requires a constant influx of
energy to maintain their state [101].

In this text the term “latent order” should be always interpreted as “latent order or the potential of nature to create complex
morphologies”. For sakeof brievity the term “laten order” is used more often rather than the fully expanded term.

Under specific conditions, nature forms low-entropy systems in local violation of the second law of entropy. Complex, highly
organized natural systems are characterized by low entropy, while chaotic systems with simpler organization are high entropy
systems. This process of forming low-entropy systems can go on for as long as the required conditions are satisfied.

Sean Carroll posited that natural laws and nature “come as a package deal,” implying that one exists for as long as the other one
exists [4].

Consequently, any measure of information based on shape/form does not measure information but rather its effect in nature. In
addition, any measure of information based on shape/form/morphology actually contains/conceals a time variable, as pointed
out by Burgin [12,27], so such measures should be indexed by time. For example, Shannon’s information entropy “IE” should be
written as “IE;”.

Wheeler denotes this latent order, it seems, as a principle of organization [64].

For a discussion of the GTI, consult the original publication of Mark Burgin [12,26,27].
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2 “Ontological information is the potentiality /cause of formations and transformations of structures in the physical world, i.e., of
physical systems. As ontological information functions in the physical world, it is natural to treat it as a natural phenomenon” [34].

30 Sachs states “(Aristotelian) the potency is the innate tendency of anything to be at work in ways characteristic of the kind it is.”
Furthermore, “A potency in its proper sense will always emerge into activity, when proper conditions are present and nothing
prevents it” ([109], p. Lvii). The process of the creation of snowflakes seems to be a literal depiction of the Aristotelian concept of
potency (1047b35-1048a21).
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