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S1. Backpropagation 
The feedback from the motion increment 𝛿𝛿𝑎𝑎𝑖𝑖 is computed from 𝑡𝑡 = 𝑁𝑁: 0. When 𝑡𝑡 = 𝑁𝑁: 

𝑉𝑉(𝑠𝑠,𝑁𝑁) = 𝑙𝑙𝑓𝑓(𝑠𝑠𝑁𝑁) (1) 

Since the loss function 𝑙𝑙(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡) is concave, if a perturbation 𝛿𝛿𝛿𝛿, 𝛿𝛿𝛿𝛿 is applied to the reference point 𝑖𝑖(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖) at 𝑡𝑡 =
𝑖𝑖, and 𝛿𝛿𝛿𝛿 is found under 𝛿𝛿𝛿𝛿 to minimize the value difference after the perturbation. It can be considered that the cur-
rent reference point belongs to the optimal trajectory. The value difference 𝑄𝑄(𝛿𝛿𝑠𝑠, 𝛿𝛿𝛿𝛿) can be obtained: 

𝑄𝑄(𝛿𝛿𝛿𝛿, 𝛿𝛿𝛿𝛿) = ∆𝑉𝑉(𝑖𝑖)
= 𝑙𝑙(𝑠𝑠𝑖𝑖 + 𝛿𝛿𝛿𝛿,𝑎𝑎𝑖𝑖 + 𝛿𝛿𝛿𝛿) + 𝑉𝑉�(𝑓𝑓(𝑠𝑠𝑖𝑖 + 𝛿𝛿𝛿𝛿,𝑎𝑎𝑖𝑖 + 𝛿𝛿𝛿𝛿), 𝑖𝑖 + 1)� − 𝑙𝑙(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖) + 𝑉𝑉(𝑓𝑓(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖), 𝑖𝑖 + 1) 

(2)  

Eq.2 can be approximated as quadratic form and expanded into: 

𝑄𝑄(𝛿𝛿𝛿𝛿, 𝛿𝛿𝛿𝛿) ≈
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[𝑄𝑄𝑠𝑠𝑇𝑇𝛿𝛿𝑠𝑠𝑁𝑁 + 𝑄𝑄𝑎𝑎𝑇𝑇𝛿𝛿𝑎𝑎𝑁𝑁 + 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑠𝑠 + 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑠𝑠𝑠𝑠𝛿𝛿𝑠𝑠𝑁𝑁 + 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑠𝑠𝑠𝑠𝛿𝛿𝑎𝑎𝑁𝑁 + 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑎𝑎 + 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑎𝑎𝑎𝑎𝛿𝛿𝑠𝑠𝑁𝑁
+ 𝛿𝛿𝛿𝛿𝑁𝑁𝑇𝑇𝑄𝑄𝑎𝑎𝑎𝑎𝛿𝛿𝑎𝑎𝑁𝑁] 

(3)  

    It can be obtained from Eq.2 and 3 that: 

𝑄𝑄𝑠𝑠 = 𝑙𝑙𝑠𝑠 + 𝑓𝑓𝑠𝑠𝑇𝑇𝑉𝑉𝑠𝑠′ 

𝑄𝑄𝑎𝑎 = 𝑙𝑙𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇𝑉𝑉𝑠𝑠′ 

                     𝑄𝑄𝑠𝑠𝑠𝑠 = 𝑙𝑙𝑠𝑠𝑠𝑠 + 𝑓𝑓𝑠𝑠𝑇𝑇𝑉𝑉𝑠𝑠𝑠𝑠′ 𝑓𝑓𝑠𝑠 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑠𝑠𝑠𝑠 

                        𝑄𝑄𝑎𝑎𝑎𝑎 = 𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇𝑉𝑉𝑠𝑠𝑠𝑠′ 𝑓𝑓𝑎𝑎 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎 

                       𝑄𝑄𝑎𝑎𝑎𝑎 = 𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇𝑉𝑉𝑠𝑠𝑠𝑠′ 𝑓𝑓𝑠𝑠 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎 

(4)  

where, �𝑓𝑓𝑠𝑠𝑓𝑓𝑎𝑎
� represents the Jacobian matrix of the system transfer equation, �𝑓𝑓𝑠𝑠𝑠𝑠 𝑓𝑓𝑠𝑠𝑠𝑠

𝑓𝑓𝑎𝑎𝑎𝑎 𝑓𝑓𝑎𝑎𝑎𝑎
� represents the Hessian matrix of 

the system transfer equation, �𝑙𝑙𝑠𝑠𝑙𝑙𝑎𝑎
� donates the Jacobian matrix of the loss function, �𝑙𝑙𝑠𝑠𝑠𝑠 𝑙𝑙𝑠𝑠𝑠𝑠

𝑙𝑙𝑎𝑎𝑎𝑎 𝑙𝑙𝑎𝑎𝑎𝑎
� represents the Hessian 

matrix of the loss function, 𝑉𝑉𝑠𝑠′ represents the Jacobian matrix of the value function 𝑉𝑉 of the system at the reference 
point 𝑡𝑡 = 𝑖𝑖 + 1, and 𝑉𝑉𝑠𝑠𝑠𝑠′  represents the Hessian matrix of the value function 𝑉𝑉 of the system at the reference point 𝑡𝑡 =
𝑖𝑖 + 1. 

According to Eq. 3, at 𝑡𝑡 = 𝑖𝑖, when 𝛿𝛿𝑎𝑎𝑁𝑁 = −𝑄𝑄𝑎𝑎𝑎𝑎−1(𝑄𝑄𝑎𝑎 + 𝑄𝑄𝑎𝑎𝑎𝑎𝛿𝛿𝛿𝛿), the quadratic function Q(𝛿𝛿𝑠𝑠𝑁𝑁, 𝛿𝛿𝑎𝑎𝑁𝑁) is minimized as: 

                        𝛿𝛿𝑎𝑎∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚
𝛿𝛿𝛿𝛿

𝑄𝑄(𝛿𝛿𝛿𝛿, 𝛿𝛿𝛿𝛿) = −𝑄𝑄𝑎𝑎𝑎𝑎−1(𝑄𝑄𝑎𝑎 + 𝑄𝑄𝑎𝑎𝑎𝑎𝛿𝛿𝛿𝛿) = 𝐾𝐾𝑖𝑖(𝛿𝛿𝛿𝛿) + 𝑘𝑘𝑖𝑖 (5)  

where 𝛿𝛿𝑎𝑎∗ is the input disturbance. 
𝐾𝐾𝑖𝑖 and 𝑘𝑘𝑖𝑖 can be expressed as: 

                     𝐾𝐾𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎𝑎𝑎 

                     𝑘𝑘𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎 

(6)  

(7) 

Substituting 𝛿𝛿𝑎𝑎∗ into Eq. 3, we can get: 

               𝑄𝑄(𝛿𝛿𝑠𝑠𝑁𝑁, 𝛿𝛿𝑎𝑎𝑁𝑁) = ∆𝑉𝑉(𝑖𝑖) = −
1
2
𝑄𝑄𝑎𝑎𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎 (8)  

The Jacobian matrix and Hessian matrix of value function can be obtained at 𝑡𝑡 = 𝑖𝑖: 

                𝑉𝑉𝑠𝑠(𝑖𝑖) = 𝑄𝑄𝑠𝑠 − 𝑄𝑄𝑎𝑎𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎𝑎𝑎 

               𝑉𝑉𝑠𝑠𝑠𝑠(𝑖𝑖) = 𝑄𝑄𝑠𝑠𝑠𝑠 − 𝑄𝑄𝑠𝑠𝑠𝑠𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎𝑎𝑎 

(9)  

(10) 

𝑄𝑄𝑡𝑡 ,𝐾𝐾𝑡𝑡,𝑘𝑘𝑡𝑡 ,𝑉𝑉𝑠𝑠(𝑡𝑡) and 𝑉𝑉𝑠𝑠𝑠𝑠(𝑡𝑡) in 𝑡𝑡 = 𝑁𝑁: 0 can be calculated according to the above equations, and the expression of the 
motion increment 𝛿𝛿𝑎𝑎𝑡𝑡 with respect to the state change 𝛿𝛿𝑠𝑠𝑡𝑡 at each time interval of 𝑡𝑡 = 0:𝑁𝑁 is obtained. The motion 
sequence is applied to the forward propagation and the motion 𝜏𝜏𝑛𝑛𝑛𝑛𝑛𝑛 is updated. 

S2. Forward propagation 
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In the back propagation, the expression 𝛿𝛿𝑎𝑎𝑡𝑡 = 𝐾𝐾𝑡𝑡(𝛿𝛿𝛿𝛿) + 𝑘𝑘𝑡𝑡 of the motion increment 𝛿𝛿𝑎𝑎𝑡𝑡 with respect to the change 
of state 𝛿𝛿𝑠𝑠𝑡𝑡 at each time interval of 𝑡𝑡 = 0:𝑁𝑁 is obtained. In the forward propagation, the new system trajectory is ob-
tained by iterating the following equation under 𝑡𝑡 = 0:𝑁𝑁: 

         𝑠̂𝑠0 = 𝑠𝑠0 

         𝑎𝑎�𝑖𝑖 = 𝑎𝑎𝑖𝑖 + 𝑘𝑘𝑡𝑡(𝑖𝑖) + 𝐾𝐾𝑡𝑡(𝑠̂𝑠𝑖𝑖 − 𝑠𝑠𝑖𝑖) 

         𝑠̂𝑠𝑖𝑖+1 = 𝑓𝑓(𝑠̂𝑠𝑖𝑖 ,𝑎𝑎�𝑖𝑖) 

(11)  

(12) 

(13) 

where (𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖) ∈ 𝜏𝜏𝑜𝑜𝑜𝑜𝑜𝑜, (𝑠̂𝑠𝑖𝑖 ,𝑎𝑎�𝑖𝑖) ∈ 𝜏𝜏𝑛𝑛𝑛𝑛𝑛𝑛 , and in each cycle (𝑠̂𝑠𝑖𝑖 ,𝑎𝑎�𝑖𝑖) is renewed to 𝜏𝜏𝑛𝑛𝑛𝑛𝑛𝑛. 
The system at the reference point 𝑖𝑖(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖) is Taylor expanded in the first order and multiple iterations are carried 

out to obtain the optimal motion sequence and the optimal trajectory. Since the premise of local linearization is that the 
system state and input cannot deviate too far from the reference point 𝑖𝑖(𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖) at 𝑡𝑡 = 𝑖𝑖: 

��𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿�� ≤ 𝑑𝑑 (14)  

Therefore, a linear search coefficient 𝛼𝛼 is introduced, where 0 < 𝛼𝛼 ≤ 1. When 𝛼𝛼 = 0 and 𝑠̂𝑠𝑖𝑖+1 = 𝑓𝑓(𝑠̂𝑠𝑖𝑖 ,𝑎𝑎�𝑖𝑖) does not 
change, 𝑎𝑎�𝑖𝑖 = 𝑎𝑎𝑖𝑖 and the robotic track does not change due to the same initial state, which is 𝑠̂𝑠0 − 𝑠𝑠0 = 0. By increasing 
the value of α, the new system trajectory is close to the old system trajectory in each iteration, then Eq. 12 can be written 
as follows: 

𝑎𝑎�𝑖𝑖 = 𝑎𝑎𝑖𝑖 + 𝛼𝛼𝛼𝛼𝑡𝑡(𝑖𝑖) + 𝐾𝐾𝑡𝑡(𝑠̂𝑠𝑖𝑖 − 𝑠𝑠𝑖𝑖) (15)  

At the same time, in order to improve the robustness of the control, a quadratic loss term 𝜇𝜇𝜇𝜇 is added to Eq. 12 
adjusting the increase of the control input 𝑎𝑎. Moreover, additional penalties are added when the system deviates from 
reference points. 𝜇𝜇 is the Levenberg-Marquardt(LM) coefficient. Therefore, Eq. 12 can be written as: 

𝐾𝐾𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎𝑎𝑎 = −(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑎𝑎 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎)−1(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑠𝑠 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎) 

𝑘𝑘𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎 = −(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑎𝑎 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎)−1(𝑙𝑙𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇𝑉𝑉𝑠𝑠′) 

(16) 

(17)  

Then, the modified expressions of 𝑄𝑄𝑎𝑎𝑎𝑎 and 𝑄𝑄𝑎𝑎𝑎𝑎 are put into Eq.14 and 15 to obtain the expressions of 𝐾𝐾𝑖𝑖 and 𝑘𝑘𝑖𝑖 
at 𝑡𝑡 = 𝑖𝑖: 

𝐾𝐾𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎𝑎𝑎 = −(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑎𝑎 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎)−1(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑠𝑠 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎) 

𝑘𝑘𝑖𝑖 = −𝑄𝑄𝑎𝑎𝑎𝑎−1𝑄𝑄𝑎𝑎 = −(𝑙𝑙𝑎𝑎𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇(𝑉𝑉𝑠𝑠𝑠𝑠′ + 𝜇𝜇𝜇𝜇)𝑓𝑓𝑎𝑎 + 𝑉𝑉𝑠𝑠′𝑓𝑓𝑎𝑎𝑎𝑎)−1(𝑙𝑙𝑎𝑎 + 𝑓𝑓𝑎𝑎𝑇𝑇𝑉𝑉𝑠𝑠′) 

(18) 

(19)  

Finally, in the nonlinear system, the optimal control is calculated by successive iterations, and each iteration in-
cludes the above backward propagation and forward propagation. 
 


