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Abstract: Three-dimensional body scanners are attracting increasing interest in various application
areas. To evaluate their accuracy, their 3D point clouds must be compared to a reference system
by using a reference object. Since different scanning systems use different coordinate systems, an
alignment is required for their evaluation. However, this process can result in translational and
rotational misalignment. To understand the effects of alignment errors on the accuracy of measured
circumferences of the human lower body, such misalignment is simulated in this paper and the
resulting characteristic error patterns are analyzed. The results show that the total error consists
of two components, namely translational and tilt. Linear correlations were found between the
translational error (R2 = 0.90, . . . 0.97) and the change in circumferences as well as between the tilt
error (R2 = 0.55, . . . 0.78) and the change in the body’s mean outline. Finally, by systematic analysis of
the error patterns, recommendations were derived and applied to 3D body scans of human subjects
resulting in a reduction of error by 67% and 84%.
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1. Introduction

Three-dimensional (3D) scanning systems are widely used in various applications.
Preservation of cultural heritage by digitizing and documenting objects such as ancient
artifacts and monuments [1–4], prototyping and reverse engineering in manufacturing [4],
and quality control and inspection in aerospace industries [4] are just a few examples
where 3D scanners are well established. In anthropometric surveys [5–7] and the fashion
industry [8–10], 3D body scanners are attracting increasing interest, since a wide range of
measurements can be collected within a short time span. Also in the medical field [11–13],
they are used as a tool to obtain measurements for manufacturing made-to-measure pros-
thesis and prosthetic socks [14,15], gloves [16], and compression garments [17].

While manual measurements with tape measures are considered the gold standard [13,18],
3D body scanners offer better repeatability [10,19], require less time [11,20,21], and allow
non-contact measurements [11,12]. Especially in the medical field, it is crucial to achieve
a high accuracy [18,21], since, for example, the measurements for individually manufac-
tured textiles in compression therapy have a direct influence on the applied pressure and
consequently on the therapeutic efficacy. Therefore, it is recommended to use stationary
or handheld scanning systems [22]. While handheld scanners have the advantage of be-
ing mobile and less expensive than stationary systems, stationary 3D body scanners are
commonly used as ground truth [22] for the comparison of different scanning systems
regarding their accuracy in capturing anthropometric measurements and body shapes. The
measurement quality of a specific scanning system can then be quantified by comparing its
3D point cloud to the 3D point cloud of the reference system.

The metric of total difference (Error) is typically used when comparing the same an-
thropometric measurements on the acquired 3D point clouds. The error can be categorized
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into three components, some of which are interdependent. The first component is the error
due to the properties of the 3D body scanner (ErrorScanner) stemming from the hardware
components used for the acquisition of the object’s 3D data as well as the software used to
reconstruct and process the 3D point cloud. Second, environmental influences such as light-
ing conditions [21,22], temperature and humidity [21] are represented by ErrorEnvironment.
The third component is the subject-dependent error, ErrorSubject, which can have an impact
due to movement [23], body hair [10], posture and muscle contraction [18], and its surface
properties such as reflectance [23]. ErrorEnvironment and ErrorSubject can be reduced and
maintained on a constant and reproducible level by using constant lighting conditions [21]
and by using a solid object such as a rigid body model [24]. By keeping these two factors
constant, the scanner-related error, ErrorScanner, can be isolated and investigated.

In a recent in-house study, 3D point clouds of a rigid body model were acquired using
a stationary and a handheld 3D body scanner under controlled lighting conditions. Since
the raw 3D point clouds acquired by the different 3D body scanners do use an internal but
not a common coordinate system (Figure 1a), they had to be aligned prior to the evaluation
of the accuracy. An initial (Figure 1b) and refined alignment (Figure 1c) were performed
using the Iterative Closest Point (ICP) algorithm [25,26]. The accuracy of the handheld 3D
body scanner was evaluated by calculating the circumferences and comparing them to the
circumferences obtained by the ground truth, the stationary 3D scanner. The determined
deviations followed a specific error pattern (Figure 1d). It remained unclear whether these
errors were due to the performance of the scanner or to a different influencing component
such as alignment. Therefore, in this paper it is hypothesized that a fourth component,
ErrorAlignment, must be considered when comparing the raw 3D point clouds of a 3D body
scanner to those of a different 3D body scanner.
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Figure 1. The raw 3D point clouds obtained by a stationary and a handheld 3D body scanner (3DBS)
(a) in a common coordinate system prior to the alignment, (b) after the initial and (c) the refined
alignment using the ICP algorithm, and (d) the resulting error pattern.

In the literature, a variety of methods for aligning 3D point clouds are described.
Huang et al. [27] provided a comprehensive review of these methods and noted that
aligning objects acquired by different 3D sensors is challenging, as outliers and noise,
partial overlap, density difference, and scale variations may be present in the point clouds.
Furthermore, the combination of current methods being time consuming and having a
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poor accuracy together with a lack of literature intensifies the problem [27]. In addition,
O’Toole et al. [28] demonstrated that alignment between scans of the same source but
with slight modifications can result in translational and rotational errors and does not
necessarily lead to sufficiently good alignment. Recent publications [29–31] address the
misalignment problem of 3D point clouds of human bodies by using novel approaches
such as deep learning. This can reduce the alignment error, but residual translational and
rotational errors are also reported [29,30]. However, these publications intend to reduce
the alignment error and evaluate the quality of registration and alignment techniques but
do not systematically analyze the effects of alignment errors on the accuracy of measured
circumferences of the human lower body in isolation.

Error patterns due to rotational and translational misalignment in 3D body scans of
the lower extremities have not been systematically simulated and investigated in detail.
Therefore, this paper aims to further enhance the understanding of alignment errors and
fill that gap by (1) simulating translational and rotational misalignment and investigating
the error focusing on the lower extremities and (2) correlating the error to the body shape.
The results derived from the systematic analysis are then applied to further 3D body scans
to demonstrate the effect.

2. Materials and Methods
2.1. 3D Body Scans Used for Simulating the Misalignment

To simulate the misalignment, one raw scan and a copy of it were used to exclude
other potential influencing variables such as missing data due to holes and the weighing
and distribution of vertices in the 3D point cloud. The scan was acquired using the 3D
full body scanner VITUSbodyscan (Vitronic, Dr.-Ing. Stein Bildverarbeitungssysteme GmbH,
Wiesbaden, Germany) with a specified accuracy of less than 1 mm [32]. A rigid body
model (Figure 2a) derived from a real human body shape of the lower extremities to the
trunk was used as the scan object, since objects with a simpler geometry, such as spheres
and cylinders, might underestimate the accuracy [23]. It was milled from a polyurethane
obomodulan® 500 block, since this material has a dull, non-reflective, homogenous, and
smooth surface that is suitable for 3D scanning and can be easily shaped and machined to
replicate the exact shape of a real human body. The rigid body model was used to exclude
the subject-related influencing parameters and had dimensions of 44.1 cm × 32.2 cm ×
136.4 cm (width × depth × height). As the point cloud recorded by the VITUSbodyscan has
many redundant vertices to display the 3D body scan (Figure 2b), the scan and its copy
were downsampled by 96.8% from 2,116,471 to 68,185 vertices. For this, the numerical
software MATLAB R2021b (The MathWorks, Inc., Natick, MA, USA) was used due to the
availability of a toolbox for processing 3D point clouds. The pcdownsample function [33]
was applied to downsample the 3D point cloud using the grid average downsampling
method and a grid box size of 0.5 cm, which merges all points within this box into a
single point (Figure 2c). The time required for the simulation and the computation time for
calculating the circumferences can be reduced considerably by this step.

Since the VITUSbodyscan is using its own coordinate system, the orientation of the scan
axes is changed according to the ISO 20685-1 [34], where the x-axis refers to the sagittal axis,
the y-axis to the transverse axis, and the z-axis to the longitudinal axis. The point of origin
is the body’s center of gravity translated to the lowest point of the 3D point cloud (z = 0).
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Figure 2. Representation of the body model used for the error simulation. (a) Image of the real rigid
body model; (b) the original point cloud recorded using the VITUSbodyscan with more than 2 million
vertices; and (c) the same point cloud downsampled to almost 68,000 vertices.

2.2. Simulation of Misalignment
2.2.1. Translational Misalignment

To simulate the misalignment due to a translational offset, the point cloud of the copied
raw scan is successively translated along the x-, y-, and z-axes in positive and negative
axial directions. The minimum translation in negative axial direction was chosen to be
−1.0 cm and the maximum translation in positive axial direction was chosen to be +1.0 cm.
The step size, by which the 3D point cloud is translated iteratively along one of the axes in
negative or positive direction, was set to 0.1 cm.

2.2.2. Rotational Misalignment

The rotational misalignment was simulated by rotating the point cloud of the copied
raw scan iteratively around one of its principal axes, the x-, y-, and z-axes. The step size
was chosen to be 0.1◦ with the limits of −5.0◦ in negative rotational direction and +5.0◦ in
positive rotational direction.

2.2.3. Assumptions

O’Toole et al. [28] investigated the accuracy of commonly used alignment algorithms
on randomly rotated and translated 3D dental scans and found residual rotational errors of
2.52 ± 1.18◦ and residual translational errors of 139 ± 42 µm. Therefore, it is assumed that
the chosen limits of the rotational error of ±5◦ are reasonable. Considering that the size of a
tooth is remarkably smaller than the size of a human body, a limit for the translational offset
of ±1.0 cm is considered appropriate when extrapolating the residual translational error
of a tooth to the size of a human body. Furthermore, a translation or rotation more than
this magnitude is very likely to be detected by visual inspection and thus is to be excluded
from an evaluation (Figure 3g–i). However, an alignment error below these values might
not be visually detectable and thus could be included as an error without being noticed.
The step sizes for translational misalignment and rotational misalignment were chosen to
be 0.1 cm and 0.1◦, respectively, since an even smaller step size (below 0.1 cm and 0.1◦)
would only increase the resolution of the error pattern but not change the overall course. A
larger step size, on the other hand, would reduce the resolution and might lead to a loss of
information. Therefore, the chosen step size is assumed to be adequate.
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2.3. Circumference Measurement

To measure the circumferences at the required heights of the 3D point cloud, a MAT-
LAB algorithm was developed based on the method reported by Salleh et al. [35]. The
algorithm processes the vertices of the 3D point cloud and the height at which the cir-
cumference is to be determined. As a result, the 3D point cloud is sliced at the specified
height and all vertices are projected onto a 2D plane parallel to the x–y plane. To ensure
that the number of vertices is sufficient to calculate the circumference, the vertices within
0.5 cm above and below the target height are included in the 2D plane. Hence, all vertices
of the 3D point cloud within a slice thickness of 1.0 cm, which corresponds to the width
range of a standard tape measure for anthropometric body measurements as recommended
by ISO 8559-1 [36], are used to calculate the circumference at the specific target height.
Within this projection, the circumference is calculated using a moving average through the
projected vertices.

A comparison to the proprietary anthropometric software Anthroscan 3.5.1 that uses
a total slice thickness of 4 mm (Avalution GmbH, Kaiserslautern, Germany) shows no
significantly different circumference values using the developed MATLAB algorithm
(t(133) = 5.987, p < 0.001). Therefore, the MATLAB algorithm can be used to determine the
circumferences from a 3D point cloud.

2.4. Evaluation of the Measurement Error

To compute the circumferences, the 3D point clouds were sliced along the x–y plane
starting at a height of 14 cm which is the smallest circumference of the leg and represents
the ankle up to a height of 80 cm, representing the gluteal fold. The height range between
the ankle and the gluteal fold was chosen due to its relevance to manufacturing medical
compression garments for the lower extremities as defined by RAL-GZ 387/1 [37]. The
step size was set to 1.0 cm, again being in the same width range of a standard tape measure
recommended by ISO 8559-1 [36]. The error was defined as the difference between the
measured value and the reference value [38]. In this study, the reference value refers to
the circumference of the non-translated and non-rotated 3D point cloud (CRef), and the
measured value refers to the circumferences of the transformed 3D point cloud (CTrans)
used to simulate the misalignment. Both circumferences are reported in cm. The total error
due to misalignment (ErrorTotal) is calculated as follows:

ErrorTotal = CTrans − CRe f [cm] (1)

2.5. Verification

By systematic analysis of the simulated misalignment and the resulting error patterns,
recommendations were derived to find landmarks that are most robust to misalignment (see
Section 3.1.3). Since these recommendations were derived from simulations using the rigid
body model, they must be applied to a variety of body shapes to verify their applicability.
Therefore, a dataset of n = 30 subjects (nfemale: 15, nmale: 15, age: 39 ± 13.2 years, BMI:
26.2 ± 4.3 kg/m2) was used, which contains the 3D point clouds of their lower extremities
that were acquired using the VITUSbodyscan. This dataset was generated as part of a
previous study conducted in accordance with the Declaration of Helsinki [39]. All subjects
were informed prior to the start of the study and signed a written informed consent.

Similar to the simulated misalignment of the 3D point cloud of the rigid body model,
the 3D point clouds of the subjects were first downsampled. Since misalignment can be
composed of a combination of rotational and translational errors, a combined misalignment
was used based on the values reported in the literature for residual rotational errors of
0.56 ± 0.38◦ [20] or 1.7◦ [29] and residual translational errors of 0.72 cm [29]. Therefore, a
combined misalignment of +0.5 cm translation along the z-axis, +1.0◦ around the y-axis,
and +1.0◦ around the x-axis was applied to the 3D point clouds in this verification. The
derived recommendations were then applied to the 3D point clouds and ErrorTotal was
calculated according to Equation (1) at the recommended landmarks. Likewise, ErrorTotal
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was calculated at the knee, which is a prominent and easily identifiable landmark in healthy
subjects and is defined in ISO 8559-1 [29]. Since the two landmarks have different circum-
ferences, they must be compared relatively to determine if the recommended landmark
is more robust to misalignment. Therefore, a comparison between the error at the recom-
mended landmark and the error at the knee was made by using the absolute percentage
error (APE) for each subject and the mean absolute percentage error (MAPE) for the whole
n = 30 subjects according to the formulas below:

APE =

∣∣∣∣∣CTrans − CRe f

CRe f

∣∣∣∣∣× 100 [%] (2)

MAPE =
1
n∑n

m=1

∣∣∣∣∣CTrans,m − CRe f ,m

CRe f ,m

∣∣∣∣∣× 100 [%] (3)

3. Results and Discussion

The results are presented only for translations in positive axial direction and for
rotations in positive direction of rotation to preserve a clear overview. However, the
results found here are applicable to the negative translations and rotations as well. In the
Appendix A, Figure A1 shows the course of the errors for a translation along the z-axis and
the rotations around the x-axis and y-axis in negative direction.

3.1. Translational and Rotational Misalignment Error

No errors occurred neither for a translation along the x-axis or y-axis nor for a rotation
around the z-axis, as the MATLAB algorithm slices the point cloud along the x–y plane. As
a translation along this plane and a rotation around an axis perpendicular to this plane has
no influence on the error, they only appear for a translation along the z-axis as well as for
rotations around the x-axis and y-axis (Figure 3).

In general, the more the point cloud is translated along the z-axis, the higher the
magnitude of ErrorTotal (Figure 3a,d). The same applies to the errors caused by the rotation
around the x-axis (Figure 3b,e) and the y-axis (Figure 3c,f). This demonstrates a clear trend
indicating that the errors can be extrapolated for larger angles of rotation and translational
offsets. The maximum absolute errors ranged from 1.19 cm for translation along the z-axis
to 1.36 cm for the rotation around the y-axis and 1.57 cm for the rotation around the x-axis.
The absolute values are valid specifically for this body model and may differ for other
body shapes.
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Figure 3. Errors along the height h between 14 cm (ankle) and 80 cm (thigh) in 1 cm steps for (a,d,g)
translations along the z-axis, (b,e,h) rotations around the x-axis, and (c,f,i) rotations around the y-axis
separately depicted for (a–c) the left leg and (d–f) the right leg. The third row (g–i) shows the 3D
point cloud without any translations or rotations (dark grey) and with the maximum translation of
1.0 cm and maximum rotation of 5.0◦ (light grey).

3.1.1. Translational Component of the Misalignment Error

As shown in Figure 4, ErrorTotal is a superposition of a translational (ErrorTranslation) and
a tilt (ErrorTilt) component. The latter is explained in Section 3.1.2. The errors caused by
a translation along the z-axis (Figure 4a,f) occur solely due to the translational offset and
therefore have no tilt component.

By translating along the z-axis (Figure 4a,f), ErrorTranslation becomes negative in regions
of increasing circumference (Figure 4d,i) since, according to Equation (1), the translated 3D
point cloud is compared to the non-translated 3D point cloud at the same height distance
from the ground (z = 0). Hence, by translating along the z-axis in positive direction, a
smaller circumference at the translated 3D point cloud is compared to a larger circumference
at the reference 3D point cloud, resulting in a negative error. Conversely, ErrorTranslation
becomes positive in regions of decreasing circumferences (Figure 4d,i). At distinctive
locations where the change of circumference dC/dh (Figure 4e,j) approaches 0, a change of
sign occurs for ErrorTranslation. These locations correspond to the maximum and the minima
of the leg’s circumferences, representing the anatomical locations of the ankle (both legs:
14 cm), the mid-calf (left leg: 37 cm, right leg: 38 cm), and the lower patella region (both
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legs: 48 cm). The course of ErrorTranslation due to rotation around the x-axis has similarities
to ErrorTranslation due to translation along the z-axis (Figure 4b) but differs in magnitude
and sign for the right leg (Figure 4g). The same applies to the rotation around the y-axis
(Figure 4c,h) up to a height of 52 cm, above which ErrorTranslation becomes positive. The
reason for it is the height difference ∆h = hTransformed − hReference between the points where
the transformed 3D point cloud and the non-transformed reference 3D point cloud are
sliced. Figure 5 illustrates the height difference ∆h and indicates the associated sign.
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Figure 4. (a–c,f–h) Errors divided according to their translational and tilt components, which in
turn add up to the total error combined with (d,i) the circumferential course C(h) and (e,j) the first
derivative representing the change of the circumference dC/dh.

Since the point cloud is translated steadily in 0.1 cm steps along the z-axis, ∆h is
constant along the height for the translation along the z-axis (Figure 6a,d). By contrast,
for rotation around the x-axis, ∆h is positive with a decreasing tendency as the height
increases for the left leg (Figure 6b), and negative with a nearly constant tendency for the
right leg (Figure 6e). The positive sign results from the upward movement of the left leg
due to the rotation around the x-axis, while the negative sign is due to the simultaneous
downward movement of the right leg, as can be seen in Figure 5b. The tendencies occur
due to the distance between the points where the point cloud is sliced and the coordinate
origin, representing the center of rotation. Since the rotation occurs on a circular path of
different radii, a farther distance in the vertical direction leads to a smaller offset in the
z-direction. A farther distance in the horizontal direction leads to a larger offset in the
z-direction. Consequently, ∆h is also smaller or larger, respectively. Additionally, since
the body model is derived from a human being and thus there is no perfect symmetry to
the sagittal plane, the origin is not exactly in the center of the legs but may be offset and
therefore result in a different tendency of ∆h for the left and right leg. The same applies
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to the rotation around the y-axis (Figure 6c,f) where for both the left and right leg, ∆h is
positive for the leg section up to 53 cm, whereas the section above is negative. Thus, the
change of signs characterizes the point where the translation of the point cloud changes
from up to downwards.
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Figure 5. Schematic illustration of the reference 3D point cloud (dark grey) and the translated 3D
point cloud (light grey) to represent the height difference ∆h for (a) translation along the z-axis,
(b) rotation around the x-axis, and (c) rotation around the y-axis.
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Figure 6. Difference of heights ∆h between the height where the translated and rotated point cloud
is sliced and the height of the reference point cloud for (a,d) translations between 0 and 1.0 cm and
rotations between 0◦ and 5.0◦ around (b,e) the x-axis and (c,f) y-axis.
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To investigate the interrelationship, the product of the translational component and
differential change of the circumferences per change of height of the non-translated or
non-rotated point cloud versus ErrorTranslation is shown in Figure 7.
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Figure 7. The change of circumference dC/dh multiplied by the difference of heights ∆h versus
the ErrorTranslation for (a,d) the translation along the z-axis, (b,e) the rotation around the x-axis, and
(c,f) the y-axis presented for (a–c) the left and (d–f) right leg.

For all translational components of the errors in dependence of the change of cir-
cumference dC/dh multiplied by the difference of height ∆h, a strong correlation exists
(R2 = 0.90, . . . 0.97). Therefore, it can be concluded that the larger the product of the change
of circumference and the height difference, positive or negative, the more pronounced is
ErrorTranslation. Since the change of circumference is an abstraction of the leg shape, it can
be inferred that ErrorTranslation occurs shape-dependently.

3.1.2. Tilt Component of the Misalignment Error

In addition to ErrorTranslation, ErrorTilt occurs due to the rotation of the 3D point cloud
around the x-axis and y-axis, since the sectional plane is no longer parallel to the x–y plane
but tilted by the angle of rotation. By this, the body part is intersected in another angle,
resulting in larger or smaller cross-sectional slices—depending on the leg shape at the
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respective position. As shown in Figure 8a,d, the points on each centimeter of the outline
are used to calculate the medial Omed(h) and lateral Olat(h) outline function (Figure 8b) as
well as the posterior Opost(h) and anterior Oant(h) outline function (Figure 8e). The mean
outline function Omean(h) is calculated based on the leg outlines and its corresponding
derivative is used as the change in the mean outline function O’mean(h) = dOmean/dh
(Figure 8c,f).
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Figure 8. The (a) frontal and (d) lateral outline of the left leg along the height h. The outline functions
on the (b) medial Omed and lateral side Olat as well as on the (e) posterior Opost and anterior side
Oant of the left leg, including their mean outline function Omean. The third column (c,f) shows the
derivative of the mean outline function O’mean.

As Figure 9 indicates, correlations exist between ErrorTilt and the change of the mean
outline functions O’mean(h) ranging from R2 = 0.55 to R2 = 0.78. Thus, the leg shape has
an influence on the tilt component of the error and consequently on ErrorTotal, considering
that the change of the mean outline function is derived by a 2D projection, whereas the
ErrorTilt is calculated based on the 3D point cloud vertices.
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Figure 9. The change of the mean outlines O’mean versus the ErrorTilt for (a,c) the rotation around the
x-axis and (b,d) y-axis presented for the (a,b) left leg and (c,d) right leg, respectively.

3.1.3. Application of the Results

By analyzing the error patterns, correlations between the change of circumferences
along the height multiplied by the difference of the heights and ErrorTranslation as well as
between the change of the legs’ mean outline and ErrorTilt were shown. Considering these
results, two recommendations can be formulated to select the most robust landmarks as
references for comparing 3D point clouds from different 3D body scanners.

• Recommendation 1:
Calculate the change of the circumference along the height as well as the change of the
reference point clouds’ mean outline and use the height where both approach 0 as a
landmark to compare the 3D point clouds.

• Recommendation 2:
Use the ankle or calf as landmarks to compare the 3D point clouds. Since the ankle or
calf are usually the landmarks where the local circumference is minimum or maximum,
respectively, the change of the circumference at these landmarks approaches 0, making
them more robust landmarks.

3.2. Verification of the Results

Table 1 summarizes the APE at the recommended landmark and at the knee and
indicates the corresponding heights for the left and the right leg of the 3D point clouds for
each of the 30 subjects. In addition, the difference between the APE at the recommended
landmark and APE at the knee is reported to indicate a decrease (−) or increase (+) in
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error. The MAPE and the mean difference are indicated in the penultimate row and their
corresponding one standard deviation (STD) in the last row.

The MAPE ± STD at the recommended landmark was 0.31 ± 0.24% for the left leg
and 0.13 ± 0.08% for the right leg, whereas the MAPE at the knee was 0.94 ± 0.42% and
0.82 ± 0.37% for the left and right leg, respectively. Thus, the MAPE was reduced by 0.63 pp
for the left leg and by 0.69 pp for the right leg. As the MAPE was reduced from 0.94%
to 0.31% for the left leg and from 0.82% to 0.13% for the right leg, it can be concluded
that using the landmarks recommended by following Recommendation 1 instead of a
prominent landmark such as the knee, the MAPE was reduced by 67% and 84% for the left
and right leg, respectively.

Table 1. The heights of the recommended landmark and the knee with the absolute percentage errors
(APE) and the difference between their values (Diff.) as well as the mean value and one standard
deviation (STD) for the left and right legs of all 30 subjects. All values are rounded to the second
decimal place.

Left Leg Right Leg
Height (cm) APE (%) Diff. (pp) Height (cm) APE (%) Diff. (pp)

Subject Recommended Knee Recommended Knee Recommended Knee Recommended Knee
1 35 44 0.45 1.30 −0.85 34 45 0.15 1.10 −0.95
2 41 58 0.02 0.65 −0.63 40 57 0.22 0.47 −0.25
3 11 47 0.39 0.58 −0.19 13 47 0.27 0.37 −0.09
4 31 44 0.10 1.05 −0.95 31 42 0.11 1.07 −0.96
5 31 42 0.20 0.47 −0.27 32 41 0.08 0.47 −0.40
6 36 51 0.21 0.27 −0.06 36 52 0.15 0.82 −0.67
7 37 47 0.25 0.46 −0.21 36 47 0.03 0.53 −0.51
8 11 45 0.31 0.89 −0.58 11 45 0.24 1.11 −0.87
9 32 42 0.56 0.17 +0.39 33 44 0.08 0.22 −0.14

10 37 50 0.24 0.89 −0.65 38 51 0.06 0.57 −0.51
11 39 55 0.29 0.98 −0.69 14 55 0.09 0.80 −0.71
12 39 55 0.36 0.60 −0.23 60 58 0.10 0.28 −0.18
13 12 44 0.33 0.90 −0.57 30 43 0.16 1.05 −0.89
14 13 53 1.06 0.22 +0.84 58 53 0.03 0.37 −0.34
15 32 45 0.30 1.42 −1.12 49 43 0.19 1.38 −1.19
16 36 48 0.36 0.55 −0.20 37 50 0.08 0.75 −0.67
17 36 50 0.48 1.08 −0.60 36 49 0.02 0.87 −0.84
18 12 48 0.71 1.27 −0.56 34 47 0.19 0.75 −0.55
19 36 49 0.31 1.34 −1.04 35 50 0.01 0.48 −0.47
20 34 46 0.21 1.09 −0.88 14 46 0.13 0.64 −0.52
21 36 48 0.09 1.16 −1.07 36 48 0.28 0.91 −0.63
22 35 47 0.28 1.48 −1.19 13 46 0.31 0.96 −0.65
23 38 53 0.42 1.62 −1.21 15 52 0.13 1.12 −0.99
24 15 51 0.27 0.78 −0.51 34 50 0.06 0.69 −0.62
25 12 46 0.07 1.31 −1.24 34 45 0.26 2.09 −1.83
26 33 47 0.02 1.57 −1.55 33 47 0.02 0.97 −0.96
27 32 46 0.04 1.19 −1.15 31 44 0.09 1.29 −1.20
28 15 55 0.10 0.38 −0.29 39 54 0.03 0.52 −0.49
29 13 45 0.88 1.30 −0.43 32 42 0.13 1.00 −0.87
30 34 49 0.14 1.29 −1.15 34 47 0.09 1.00 −0.91

Mean 0.31 0.94 −0.63 0.13 0.82 −0.69
STD 0.24 0.42 0.51 0.08 0.37 0.35

In 9 out of 30 cases, the height of the recommended landmarks on the left leg were at
the ankle and in 21 out of 30 cases at the calf. Similarly, 6 out of 30 recommended landmarks
were at the ankle of the right leg and 21 out of 30 were at the calf. For three cases on the
right leg of subjects 12, 14, and 15, a position above knee level is recommended. This
supports Recommendation 2 described in Section 3.1.3, as a total of 57 out of 60 landmarks
were either in the ankle or calf region.
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3.3. Limitations

The limitations of this paper include aspects of the methodology used to simulate the
misalignment and the application of the derived recommendations.

First, a range of ±5.0◦ and ±1.0 cm with a step size of 0.1◦ and 0.1 cm, respectively,
was used to simulate the misalignment, since a misalignment higher than these values
is likely to be detected during visual inspection and the resolution was assumed to be
adequate. The limits were derived from residual errors published in a paper on the accuracy
of commonly used alignment algorithms for 3D dental scans. In practice, larger rotational
and translational errors may occur that would not be detected in an automated process
without a visual inspection step. Second, the slice thickness was chosen to be 1.0 cm, which
means that all points below and above 0.5 cm of the target height are included to calculate
the circumference. This thickness was chosen, since it corresponds to the width range
of a standard tape measure recommended by ISO 8559-1 [36]. The slice thickness may
influence the measured circumferences, especially for the rotated 3D point cloud, and thus
the calculated errors. Third, a rigid body model was used as an object to simulate the
misalignment to exclude subject-related influencing factors such as movement, posture,
body hair, and muscle contraction. Therefore, the absolute values of the errors presented in
Section 3.1. are only valid for this specific body model. Fourth, since the region of interest
was the lower extremities between the ankle and the thigh, other regions are not considered
in this paper and the recommendations are limited to this height.

The recommendations were applied to further 3D point clouds to verify their gen-
eralizability. These 3D point clouds stemmed from the lower extremities of 30 healthy
human subjects with a distinct body shape and clearly visible ankle and calf regions. Hence,
the recommendations are valid for a similar body shape to that represented by the rigid
3D body model. Furthermore, a combined misalignment value was chosen based on the
residual errors reported in the literature. However, in a real-world scenario, a variety of
misalignment combinations may occur with rotational and translational degrees that likely
differ from those used in this paper. The results obtained in Section 3.2 show reduced
MAPE values when using the recommended landmark instead of a prominent landmark.
Since to the authors’ best knowledge, there is no known literature available on analyzing
error patterns in rigid 3D body scans and using the derived recommendations to suggest
landmarks that are more robust to alignment errors, a comparison between the results in
this paper and the literature is not feasible.

4. Conclusions

This paper aimed to enhance the understanding of alignment errors on the accuracy of
measured circumferences. Therefore, (1) two different types of misalignments, translational
and rotational, were simulated by using the 3D point cloud of a rigid body model in
comparison to its copy. It was demonstrated that the occurring total error consists of a
translational and a tilt component. (2) The translational component of the error is due to
the change of circumferences along the height multiplied by the difference of height, while
the tilt component is due to the change in the legs’ mean outline. Both error components
are therefore strongly dependent on the shape of the scanned body if a misalignment is
present. Additionally, two recommendations derived from the correlations were provided
to select the most robust landmarks by either using the landmark where the change of the
circumference and the change of the legs’ mean outline functions approach 0 or by using
the ankle or calf as landmarks to compare the 3D point clouds. Furthermore, by applying
the recommendations to 3D body scans of real human subjects, it was shown that the
MAPE was reduced by 67% and 84% for the left and right legs, respectively. Considering
the lack of literature that analyzes error patterns and recommends robust lower extremity
landmarks for the comparison of anthropometric measurements of two 3D body scanners,
the results found in this paper can be considered as a cornerstone for 3D body scans. Finally,
it can be concluded that ErrorAlignment must be considered when comparing the raw 3D
point clouds of a 3D body scanner to those of a different 3D body scanner. By addressing
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the alignment errors in this paper, researchers, practitioners, and industry professionals
can make more informed decisions in selecting and evaluating the 3D scanning system of
interest for their application area, such as anthropometric surveys, the fashion industry,
and the medical field.

Further analysis should investigate to what extent the total slice thickness affects the
errors, as the points above and below the target height are included in the calculation of the
circumferences and thus have an influence on their value. Therefore, a total slice thickness
between 0.5 and 1.0 cm should be analyzed corresponding to the width range of a standard
tape measure recommended by ISO 8559-1 [36]. Moreover, the reduction of error for further
translational and rotational combinations of misalignment should be explored, as in this
paper a fixed misalignment was used to verify the recommendations although an occurring
misalignment can be composed of a variety of combinations.
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Appendix A

In Figure A1, the errors along the height are displayed for negative translations along
the z-axis and negative rotations around the x-axis and y-axis.

The course of the errors for translation in positive z-direction shown in Figure 3 is the
same as the course of error in negative translational direction, but with a reversed sign.
The course of error for the rotation around the x-axis in negative direction corresponds to
the rotation around the x-axis in positive direction with the difference that the courses of
error of the right and the left leg are interchanged. Note that slight differences are present
since the rigid body model is not symmetrical and differs in the circumferences for the
left and right leg. For the rotation around the y-axis, the course of the errors is similar
to the course displayed in Figure 4c,f but differing in the magnitude. This becomes most
apparent at heights above the knee. Since a negative rotation around the y-axis leads to a
consistently negative ∆h with a decreasing tendency, ErrorTranslation approaches 0 whereas
ErrorTilt remains positive. Therefore, the error is negative with a lower magnitude.
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17. Kowalski, K.; Kłonowska, M.; Sujka, W.; Latańska, I.; Kowalski, T.M. Computer-Assisted Modeling and Design of Compression
Garments with Graded Unit Compression. Autex Res. J. 2022, 22, 80–88. [CrossRef]

18. Ballester, A.; Pierola, A.; Parrilla, E.; Uriel, J.; Ruescas, A.V.; Perez, C.; Dura, J.V.; Alemany, S. 3D Human Models from 1D,
2D and 3D Inputs: Reliability and Compatibility of Body Measurements. In Proceedings of the 3DBODY.TECH 2018—9th
International Conference and Exhibition on 3D Body Scanning and Processing Technologies, Lugano, Switzerland, 16–17 October
2018; Hometrica Consulting—Dr. Nicola D’Apuzzo: Lugano, Switzerland, 2018; pp. 132–141.

19. Robinette, K.M.; Daanen, H.A.M. Precision of the CAESAR Scan-Extracted Measurements. Appl. Ergon. 2006, 37, 259–265.
[CrossRef] [PubMed]

20. Rumbo-Rodríguez, L.; Sánchez-SanSegundo, M.; Ferrer-Cascales, R.; García-D’Urso, N.; Hurtado-Sánchez, J.A.; Zaragoza-Martí,
A. Comparison of Body Scanner and Manual Anthropometric Measurements of Body Shape: A Systematic Review. Int. J. Environ.
Res. Public Health 2021, 18, 6213. [CrossRef] [PubMed]

21. Haleem, A.; Javaid, M.; Singh, R.P.; Rab, S.; Suman, R.; Kumar, L.; Khan, I.H. Exploring the Potential of 3D Scanning in Industry
4.0: An Overview. Int. J. Cogn. Comput. Eng. 2022, 3, 161–171. [CrossRef]

22. Bartol, K.; Bojanic, D.; Petkovic, T.; Pribanic, T. A Review of Body Measurement Using 3D Scanning. IEEE Access 2021, 9,
67281–67301. [CrossRef]

23. Daanen, H.A.M.; Psikuta, A. 3D Body Scanning. In Automation in Garment Manufacturing; Elsevier: Amsterdam, The Netherlands,
2018; pp. 237–252. ISBN 978-0-08-101211-6.

24. Kouchi, M.; Mochimaru, M.; Bradtmiller, B.; Daanen, H.; Li, P.; Nacher, B.; Nam, Y. A Protocol for Evaluating the Accuracy of 3D
Body Scanners. Work 2012, 41, 4010–4017. [CrossRef]

25. Besl, P.J.; McKay, N.D. A Method for Registration of 3-D Shapes. IEEE Trans. Pattern Anal. Mach. Intell. 1992, 14, 239–256.
[CrossRef]

26. Chen, Y.; Medioni, G. Object Modelling by Registration of Multiple Range Images. Image Vis. Comput. 1992, 10, 145–155.
[CrossRef]

27. Huang, X.; Mei, G.; Zhang, J.; Abbas, R. A Comprehensive Survey on Point Cloud Registration. arXiv 2021, arXiv:2103.02690.
28. O’Toole, S.; Osnes, C.; Bartlett, D.; Keeling, A. Investigation into the Accuracy and Measurement Methods of Sequential 3D

Dental Scan Alignment. Dent. Mater. 2019, 35, 495–500. [CrossRef] [PubMed]
29. Hu, P.; Ho, E.S.L.; Munteanu, A. AlignBodyNet: Deep Learning-Based Alignment of Non-Overlapping Partial Body Point Clouds

From a Single Depth Camera. IEEE Trans. Instrum. Meas. 2023, 72, 1–9. [CrossRef]
30. Hu, P.; Munteanu, A. Method for Registration of 3D Shapes without Overlap for Known 3D Priors. Electron. Lett. 2021, 57,

357–359. [CrossRef]
31. Hu, P.; Zhao, R.; Dai, X.; Munteanu, A. Predicting High-Fidelity Human Body Models from Impaired Point Clouds. Signal Process.

2022, 192, 108375. [CrossRef]
32. VITRONIC Dr.-Ing. Stein Bildverarbeitungssysteme GmbH High-Precision, Fast, and Color 3D Scans. 2016. Available on-

line: https://vicwebsite2019.cdn.prismic.io/vicwebsite2019/b4d146cf-2766-470f-929a-898264325f9c_VITRONIC-3D-bodyscan-
en.pdf (accessed on 10 January 2023).

33. The MathWorks, Inc. Downsample a 3-D Point Cloud. Available online: https://www.mathworks.com/help/vision/ref/
pcdownsample.html#bupqqn1-1-gridAverage (accessed on 11 October 2023).

34. ISO 20685-1:2018; 3D-Scanning Methodologies for Internationally Compatible Anthropometric Databases—Part 1: Evalua-
tion Protocol for Body Dimensions Extracted from 3-D Body Scans. International Organization of Standardization: Geneva,
Switzerland, 2018.

35. Salleh, M.N.; Mad Lazim, H.; Lamsali, H. Body Measurement Using 3D Handheld Scanner. MoHE 2018, 7, 179–187. [CrossRef]
36. ISO 8559-1:2017; Size Designation of Clothes—Part 1: Anthropometric Definitions for Body Measurement. International

Organization of Standardization: Geneva, Switzerland, 2017.
37. RAL-GZ 387/1; Medical Compression Hosiery—Quality Assurance. Deutsches Institut für Gütesicherung und Kennzeichnung

e.V.: Bonn, Germany, 2008.

https://doi.org/10.4156/jdcta.vol4.issue7.6
https://doi.org/10.1016/j.cegh.2018.05.006
https://doi.org/10.1038/s41430-018-0145-7
https://doi.org/10.1038/s41598-020-68457-6
https://www.ncbi.nlm.nih.gov/pubmed/32681038
https://doi.org/10.1088/1757-899X/572/1/012049
https://doi.org/10.2478/aut-2021-0007
https://doi.org/10.1016/j.apergo.2012.10.001
https://doi.org/10.2478/aut-2020-0048
https://doi.org/10.1016/j.apergo.2005.07.009
https://www.ncbi.nlm.nih.gov/pubmed/16202970
https://doi.org/10.3390/ijerph18126213
https://www.ncbi.nlm.nih.gov/pubmed/34201258
https://doi.org/10.1016/j.ijcce.2022.08.003
https://doi.org/10.1109/ACCESS.2021.3076595
https://doi.org/10.3233/WOR-2012-0064-4010
https://doi.org/10.1109/34.121791
https://doi.org/10.1016/0262-8856(92)90066-C
https://doi.org/10.1016/j.dental.2019.01.012
https://www.ncbi.nlm.nih.gov/pubmed/30683418
https://doi.org/10.1109/TIM.2022.3222501
https://doi.org/10.1049/ell2.12133
https://doi.org/10.1016/j.sigpro.2021.108375
https://vicwebsite2019.cdn.prismic.io/vicwebsite2019/b4d146cf-2766-470f-929a-898264325f9c_VITRONIC-3D-bodyscan-en.pdf
https://vicwebsite2019.cdn.prismic.io/vicwebsite2019/b4d146cf-2766-470f-929a-898264325f9c_VITRONIC-3D-bodyscan-en.pdf
https://www.mathworks.com/help/vision/ref/pcdownsample.html#bupqqn1-1-gridAverage
https://www.mathworks.com/help/vision/ref/pcdownsample.html#bupqqn1-1-gridAverage
https://doi.org/10.4103/2600-9404.323049


J. Imaging 2023, 9, 255 18 of 18

38. BIPM; IEC; IFCC; ILAC; ISO; IUPAC; IUPAP; OIML. International Vocabulary of Metrology—Basic and General Concepts and
Associated Terms (VIM). Joint Committee for Guides in Metrology, JCGM 200:2012. (3rd Edition). 2008. Available online:
https://www.bipm.org/documents/20126/2071204/JCGM_200_2012.pdf/f0e1ad45-d337-bbeb-53a6-15fe649d0ff1 (accessed on
9 February 2023).

39. World Medical Association. World Medical Association Declaration of Helsinki: Ethical Principles for Medical Research Involving
Human Subjects. JAMA 2013, 310, 2191–2194. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://www.bipm.org/documents/20126/2071204/JCGM_200_2012.pdf/f0e1ad45-d337-bbeb-53a6-15fe649d0ff1
https://doi.org/10.1001/jama.2013.281053
https://www.ncbi.nlm.nih.gov/pubmed/24141714

	Introduction 
	Materials and Methods 
	3D Body Scans Used for Simulating the Misalignment 
	Simulation of Misalignment 
	Translational Misalignment 
	Rotational Misalignment 
	Assumptions 

	Circumference Measurement 
	Evaluation of the Measurement Error 
	Verification 

	Results and Discussion 
	Translational and Rotational Misalignment Error 
	Translational Component of the Misalignment Error 
	Tilt Component of the Misalignment Error 
	Application of the Results 

	Verification of the Results 
	Limitations 

	Conclusions 
	Appendix A
	References

