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Abstract: Estimating the displacements of intensity patterns between sequential frames is a very well-studied problem, which is usually referred to as optical flow estimation. The first assumption among many of the methods in the field is the brightness constancy during movements of pixels between frames. This assumption is proven to be not true in general, and therefore, the use of photometric invariant constraints has been studied in the past. One other solution can be sought by use of structural descriptors rather than pixels for estimating the optical flow. Unlike sparse feature detection/description techniques and since the problem of optical flow estimation tries to find a dense flow field, a dense structural representation of individual pixels and their neighbors is computed and then used for matching and optical flow estimation. Here, a comparative study is carried out by extending the framework of SIFT-flow to include more dense descriptors, and comprehensive comparisons are given. Overall, the work can be considered as a baseline for stimulating more interest in the use of dense descriptors for optical flow estimation.
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1. Introduction

Optical flow estimation refers to the estimation of displacements of intensity patterns in image sequences [1,2]. Generally speaking, the problem can be formulated as a global energy optimization problem of the form $E_{Global} = E_{Data} + \lambda E_{Prior}$ where the data term, $E_{Data}$, measures the point-wise similarity between the input images given the estimated optical flow and the prior term, $E_{Prior}$, applies additional constraints for having a specific property for the flow field, for example smoothly varying flow fields. The choice of each term in the global energy functional and also the optimization algorithms varies in different methods for optical flow estimation.

As for the data term in the equation, one of the basic assumptions is to have constant brightness during movements of pixels. This assumption is the outcome of some other assumptions regarding the reflectance properties of the scene, the illumination and also the process of image formation in the camera [3,4]. These assumptions are not always true, and therefore, various methods are proposed to tackle the problems. Use of photometric invariant constraints, such as the constancy of the gradient in the work of Brox et al. [5], higher order derivatives proposed in [6] and color models with photometric invariant channels [7,8], have been investigated before. Another problem arises when having motion discontinuities and occlusions in the underlying flow filed, which can be remedied by the use of non-quadratic penalty functions for data terms and the smoothness term, as proposed by [9–11] and many other techniques in recent years.

Use of local/sparse feature detector/descriptors has been widely investigated in various branches of computer vision, namely wide baseline matching, object and texture recognition, image retrieval, robot localization, video data mining, image mosaicking and recognition of object categories [12–20]. In such techniques, the first step involves feature detection (corners, blobs, T-junctions, etc.). This is followed by assigning descriptor vectors to the neighborhood of each feature point and finally matching these descriptors between different scenes. Most of the descriptors can be divided into three major categories [21]: (1) distribution-based; (2) spatial-frequency; and (3) differential descriptors. In the first class, histograms are used for representing different characteristics of appearance and shape. Spin images [22] and scale-invariant feature transform (SIFT) [23] are two well-known examples of this class. Describing the frequency content of an image is used in the second class. Fourier transform represents image content by decomposing it into a linear combination of a set of basis functions. To have a more explicit spatial representation in the transformed image, Gabor filters [24] and wavelet transforms [25] are more suitable and are more used in the field of texture classification. In the third class, a set of image derivatives is computed in order to approximate a pixel’s neighborhood. Steerable filters [26] and complex filters [27,28] are two examples from this class.

Going towards more abstract problems like action recognition, pose or expression detection, object recognition/categorization, correspondence across different scenes, image retrieval, video classification and many more, local features/descriptors may not be the proper choice. In these cases, the need for dense descriptors is more suitable. Examples of this category can be found in [29–33]. However, there have been limited investigations on the use of feature descriptors for optical flow estimation [34–36]. Optical flow methods try to find a point-wise flow field between pixels of images in a sequence, and therefore, the use of descriptors in a dense manner can provide a good estimation. This is investigated in the work of Liu et al. [34] for the problem of dense correspondence across scenes by the use of dense SIFT descriptors. In their work, SIFT descriptors are computed for each individual pixel in the image, and then, by defining an energy functional constrained by data, small displacement and smoothness terms, dual-layer loopy belief propagation is utilized for optimization. The proposed technique is proven to be useful in video retrieval, motion prediction from a single image, image registration and face recognition. However, a more comprehensive evaluation of the method for optical flow estimation is missing. In this work, the main intent is to extend the proposed framework of SIFT-flow [34] to include more feature descriptors with additional analysis and investigations for optical flow estimation. For this purpose, for now, the use of seven texture descriptors in addition to SIFT is considered, and comprehensive analysis and comparisons with well-known datasets are provided. The used feature descriptors are: the Leung–Malik (LM) filter bank [37], the Gabor filter bank [24], the Schmid filter bank [38], the Root Filter Set (RFS) filters, steerable filters [26], Histogram of Oriented Gradients (HOG) [32] and Speeded Up Robust Features (SURF) [39].

The contributions of the current work can be summarized as follows:

- Given the framework proposed by Liu et al. [34], here, a comprehensive analysis is provided for the use of the framework for optical flow estimation. This is done by thorough comparisons using the widely-used Middlebury optical flow dataset [3]. This is to fill the gap in the original paper as no quantitative comparisons are given with the state-of-the-art in optical flow estimation.

- Aiming at extending the framework to include more dense descriptors, the use of a few other descriptors, namely the Leung–Malik (LM) filter bank, the Gabor filter bank, the Schmid filter bank, Root Filter Set (RFS) filters, steerable filters, Histogram of Oriented Gradients (HOG) and Speeded Up Robust Features (SURF), has been investigated and discussed for optical flow estimation.

- To the best of our knowledge, this work is the first to utilize several of the proposed descriptors in a dense manner in the context of optical flow estimation. Therefore, we believe that this work will stimulate more interest in the field of computer vision for devising more rigorous algorithms based on the use of dense descriptors for optical flow estimation and dense correspondence.

One thing to note is that all of the images are converted to monochrome in this work, and therefore, the color is not utilized for optical flow estimation and dense correspondence. The rest of the paper is
organized as follows: Section 2 contains a detailed explanation of the different descriptors. In Section 3, the general formulation of the framework is discussed, and the loopy belief propagation as the means for optimization is discussed in brief. Section 4 contains comprehensive comparisons of the used descriptors for optical flow estimation. It also contains pointers towards possible enhancements and future directions of the research. Finally, Section 5 concludes the paper.

2. Feature Descriptors

Feature detection and feature description are among the core components in many computer vision algorithms. Therefore, a wide plethora of approaches and techniques has been introduced in the past few decades to address the need for more robust and accurate feature detection/description. Even though there is no universal and exact definition of a feature that is independent of the specific application intended, methods of feature detection can be categorized into four major categories, as suggested by [40]: edge detectors, corner detectors, blob detectors and region detectors. The process of feature detection is usually followed by feature description, a set of algorithms for describing the neighborhood of the found features. As one can imagine, different approaches can be defined for describing features, which lead to various descriptor vectors. Generally speaking, the methods of feature description can also be classified into four major classes [40]: shape descriptors, color descriptors, texture descriptors and motion descriptors. By detecting the features and defining the descriptors, one can use the new representation of the input images for a wide range of applications, such as wide baseline matching, object and texture recognition, image retrieval, robot localization, video data mining, image mosaicking and recognition of object categories.

However, in some areas of computer vision, optical flow estimation or stereo matching for example, the outcome of an approach is required to be a dense flow field or depth map, respectively. Therefore, the use of sparse features is not suitable. In this case, by eliminating the first step of the process of feature detection/description, descriptors are defined for all of the pixels in the images. Of course, this requires significant changes in the process of feature matching with additional constraints in the optimization process. Here, the use of eight different texture descriptors is investigated and analyzed for optical flow estimation. In the following subsections, a detailed overview is given for each of the descriptors.

2.1. Gabor Filter Bank

Describing the frequency components of the images may also be considered in many applications. While Fourier transform decomposes the frequency components of an image into the basis functions, the spatial relations between the image pixels are not preserved in this representation [21]. Gabor filters, on the other hand, are designed to overcome this problem. The concept of Gabor filters is similar to that of wavelet transform. The difference is due to the fact that Gabor filters/basis functions are not orthogonal, and this may impose challenges in terms of computational complexity. However, Gabor features are widely used in many computer vision applications, such as texture segmentation and face detection. The general equation for the complex Gabor filter can be defined as follows [24,41]:

\[
G(x, y) = s(x, y)w_r(x, y) 
\]  

where \( s(x, y) \) represents a complex sinusoid defined as:

\[
s(x, y) = e^{i(2\pi(u_0x+v_0y)+P)} 
\]

in which \((u_0, v_0)\) is the spatial frequency and \(P\) is the phase of the sinusoid. As is obvious, this function has two components, one real and one imaginary. Therefore, the general Gabor filter also is composed
of real and imaginary parts. The second term on the right-hand side, \( w_r(x, y) \), represents a Gaussian envelope, which can be defined as follows:

\[
 w_r(x, y) = Ke^{-\pi(a^2(x-x_0)^2+b^2(y-y_0)^2)}
\]  

(3)

In the above equation, \((x_0, y_0)\) represent the location of the peak, while \(a\) and \(b\) are scaling parameters, and the \(r\) subscript is for a rotation operation, which is represented by:

\[
(x - x_0)_r = (x - x_0)\cos \theta + (y - y_0)\sin \theta
\]

\[
(y - y_0)_r = -(x - x_0)\sin \theta + (y - y_0)\cos \theta
\]  

(4)

For this work, the efficient implementation of the Gabor filters in the frequency domain, elaborated in [42], is used. The number of filter frequencies and the number of orientations of the filters are set to 10 and eight respectively, which result in a set of 80 filters. Figure 1b shows a sample set of real-valued Gabor filters.

![Figure 1](image_url)  

**Figure 1.** Samples of the filter banks used for creating the dense descriptors: (a) Leung–Malik (LM), (b) the real part of the Gabor (G), (c) Schmid (S), (d) Root Filter Set (RFS) and (e) Steerable (St) filters.

### 2.2. Schmid Filters

Schmid filters are a set of Gabor-like filters that combine frequency and scale with applications in texture classification and object recognition [38]. It should be noted that the basis elements of the Schmid filter bank are isotropic and rotationally invariant. The general form of such filters is as follows:

\[
 S(x, y, \tau, \sigma) = S_0(\tau, \sigma) + \cos(\sqrt{x^2 + y^2} \frac{\pi \tau}{\sigma})e^{-\frac{x^2+y^2}{2\sigma^2}}
\]  

(5)

in which \(\tau\) is the number of cycles of the harmonic function within the Gaussian envelope of the filter, which is the same as the one used in Gabor filters. The term \(S_0(\tau, \sigma)\) is added for obtaining the zero DC component. This way, the filters are robust to illumination changes and invariant to intensity translations. Following the same approach as [38], 13 filters with scales \(\sigma\) between two and 10 and \(\tau\) between one and four are used for creating dense descriptors. Figure 1c shows the set of Schmid filters used in this study.
2.3. Leung–Malik Filters

The main idea behind the set of LM filter bank comes from the concept of two-dimensional textons in which a texture is characterized by its responses to a set of orientation and spatial-frequency selective linear filters. This filter bank has a mixture of edge, bar and spot filters at multiple scales and orientations. The original set consists of 48 filters [37]: the first and second derivatives of the Gaussian at six orientations and three scales, which makes a total of 36 filters. It also includes eight Laplacian of Gaussian (LoG) filters, as well as four Gaussian filters. One version of the LM filter bank, named LM small, is composed of filters that occur at basic scales \( \sigma = \{1, \sqrt{2}, 2, 2\sqrt{2}\} \) and first and second derivative filters that occur at the first three scales with an elongation factor of three (\(\sigma_x = \sigma, \sigma_y = 3\sigma_x\)). In this version, the Gaussians occur at the four basic scales, while the eight LoG filters occur at \(\sigma\) and \(3\sigma\). In LM large, the filters occur at the basic scales \(\sigma = \{\sqrt{2}, 2, 2\sqrt{2}, 4\}\). For the current work, the values of the parameters are set to their default values, which result in a set of 48 filters. Figure 1a shows the set of LM filters used in this study.

2.4. Root Filter Set Filters

The original Root Filter Set (RFS) consists of 38 filters, very similar to that of the LM filter bank. The filters are a Gaussian and a Laplacian of Gaussian, both with rotational symmetry and \(\sigma = 10\). This filter bank also includes edge filters at three scales \((\sigma_x, \sigma_y) = \{(1, 3), (2, 6), (4, 12)\}\) and bar filters at the same three scales. These two sets are oriented, which occur at six orientations at each scale. In the literature, RFS is usually used in a maximum response manner, in which only the maximum response for each orientation is considered [43]. This is mainly to achieve rotational invariance. However, in our implementation, the original set is used without considering the maximum response. The parameters of the filter bank are kept at their default values, which result in a set of 38 filters with size of \(49 \times 49\) pixels and six orientations. Figure 1d shows the set of original RFS filters.

2.5. Steerable Filters

The idea behind the design of steerable filters comes from this question: What are the conditions for any function \(f(x, y)\) to be written as a linear sum of rotated versions of itself [26]? This can be represented as follows:

\[
f(x, y) = \sum_{j=1}^{M} k_j(\theta) f^\theta_j(x, y)
\]

where \(M\) is the number of required terms and \(k_j(\theta)\) is the set of interpolation functions. In polar coordinates, \(r = \sqrt{x^2 + y^2}\) and \(\phi = \arg(x, y)\), and considering \(f\) as a function that can be expanded in a Fourier series in polar angle \(\phi\), we have:

\[
f(r, \phi) = \sum_{n=-N}^{N} a_n(r)e^{in\phi}
\]

It has been proven that this holds if and only if the interpolation functions are solutions of:

\[
[e^{in\theta}]_{N \times 1} = [e^{in\theta_m}]_{N \times M}[k_m(\theta)]_{M \times 1}
\]

for \(n = 0, 1, 2, ..., N\) and \(m = 1, 2, ..., M\). As stated and proven in [26], all band-limited functions in angular frequency are steerable, given enough basis filters. Steerable filters, 2D or 3D, are proven to be very useful in different fields of computer vision over the years [44,45]. Here, steerable filters of up to order five are used for creating dense descriptors. Odd orders are edge detectors, while even orders detect ridges. The number of orientations is set to eight. Figure 1e shows the set of steerable filters used here.
2.6. Histogram of Oriented Gradients

Histogram of Oriented Gradients (HOG) is based on computing a histogram of gradients in pre-determined directions \[32,33\]. The main idea comes from the observation that local object appearance and shape can usually be characterized by the distribution of local intensity gradients or edge directions. This can be implemented by dividing the image into small spatial regions, and for each region, a one-dimensional histogram of gradient directions or edge orientations is accumulated. To be more precise, at first, the gradient magnitudes in horizontal and vertical directions are computed, which results in a two-dimensional vector field for the image. In the second step, the magnitude of the gradient is quantized into several orientations. Then, these quantized descriptors are aggregated over blocks of pixels in the image domain. The next step is concatenating the responses of several adjacent pixel blocks, which is followed by normalizing the descriptors and sometime use of Principal Component Analysis (PCA) for reducing the dimensionality. Following the work of \[33\], Haar-features are used for calculating the gradient magnitude responses. To achieve the dense descriptors, the size of sub-blocks is set to $1 \times 1$. Assuming a sectioning of $5 \times 5$ of the input images with the number of orientations equal to eight, the final dense descriptors are of a size of $200$. Figure 2 shows a sample response of HOG on the Badafshan (the first author’s village in central part of Iran) image.

![Sample HOG with eight directions for Badafshan.](image)

2.7. Speeded Up Robust Features

The Speeded Up Robust Features (SURF) method is designed to be scale and rotation invariant \[39\]. In SURF, features are detected using a Hessian detector, which in general consists of computing the convolution of a second order derivative Gaussian mask with the image in horizontal, vertical and diagonal directions for building the Hessian matrix for each pixel. Taking advantage of an approximation of these second order derivative Gaussian masks, the approximate determinant of the Hessian matrix can be computed very quickly. Moreover, the need for Gaussian smoothing and sub-sampling of the image for building the image pyramid can be eliminated by up-sampling these Haar-wavelet approximations and creating bigger masks for higher scales. Finally, the desired features are extracted by using a non-maximum suppression in a $3 \times 3 \times 3$ neighborhood, followed by interpolating the maxima of the determinants of the Hessian matrices in scale and image space with the method proposed in the work of \[46\].

Since in this work, we are only interested in dense descriptors, there is no need for detecting the features within the image. However, still, the responses to the Haar-wavelets are needed. For defining the descriptor, at first, the orientation at each pixel is assigned. This is done by combining the results of applying the Haar-wavelets in a circular neighborhood around the interest point (or around each pixel, for defining dense descriptors). Next, a square region centered around the interest point and oriented along the estimated orientation is created, which is of the size $20s$, $s$ being the scale. This region is further divided into smaller $4 \times 4$ sub-regions, each of the size $5 \times 5$. With $d_x$ and $d_y$ as horizontal and vertical Haar-wavelet responses, respectively, a four-element vector is defined for each sub-region as
\[ V = (\sum d_x, \sum d_y, \sum |d_x|, \sum |d_y|) \] in which the summations are calculated over each sub-region. Having a vector of four for each of 16 sub-regions, a vector of size 64 is created as the descriptor of the pixel. For more detail on the different types of SURF, the reader is referred to [39].

2.8. Scale-Invariant Feature Transform

The four stages of Scale-invariant Feature Transform (SIFT) method are [23]: (1) scale-space extrema detection; (2) keypoint localization; (3) orientation assignment; and (4) keypoint descriptors. For the first step, a Gaussian function is considered as the scale-space kernel based on the work of [47]. By finding the scale-space extrema in the response of the image to Difference-of-Gaussian (DoG) masks, not only a good approximation for the scale-normalized Laplacian of Gaussian function is provided, but also as pointed out in the work of [48], the detected features are more stable. The local extrema of the response of the image to the DoG masks of different scales is found in a 3 × 3 × 3 neighborhood of the interest point. For accurate localization of the keypoints in the set of candidate keypoints, a 3D quadratic function is fitted to the local sample points. By applying a threshold on the value of this fitting function at the extremum, keypoints located in low contrast regions that are highly affected by noise are eliminated. Moreover, thresholding the ratio of principal curvatures can also eliminate poorly-defined feature points near the edges. After finalizing the keypoints, orientations can be assigned. This is done using the gradients computed in the first step of the algorithm when computing DoG responses. Creating a 36-bin histogram for orientations in the keypoint’s neighborhood is the next step. Each neighbor contributes to the histogram by a weight computed based on its gradient magnitude and also by a Gaussian weighted circular window around the keypoint.

The final step is creating the local image descriptor. Using the location, scale and orientation determined for each keypoint up until now, the local descriptor is created in a manner that makes it invariant to differences in illumination and viewpoint. This is done by combining the gradients at keypoint locations, as computed in the previous steps, weighted by a Gaussian function over each 4 × 4 sub-region in a 16 × 16 neighborhood around the keypoint into eight-bin histograms. This results in a 4 × 4 × 8 = 128 element vector for each keypoint. Normalizing the feature vectors to unit length will reduce the effect of linear illumination changes. This is usually followed by thresholding the normalized vector and re-normalizing it again to reduce the effects of large gradient magnitudes. Here, the descriptors are computed for all of the image pixels to create a dense descriptor for the image. For more information regarding the detail and implementation of SIFT, the reader is referred to [23].

Table 1 summarizes the number of dimensions of the various dense descriptors.

<table>
<thead>
<tr>
<th>Method</th>
<th>d-Gabor</th>
<th>d-Schmid</th>
<th>d-LM</th>
<th>d-RFS</th>
<th>d-Steerable</th>
<th>d-HOG</th>
<th>d-SURF</th>
<th>d-SIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Dim.</td>
<td>80</td>
<td>13</td>
<td>48</td>
<td>38</td>
<td>40</td>
<td>200</td>
<td>64</td>
<td>128</td>
</tr>
</tbody>
</table>

3. Methods

3.1. Problem Statement

The problem of matching/registering between images is modeled as a dual-layer factor graph, with de-coupled components for horizontal/vertical flow to account for sliding motion. This model is based on the work of [34], which takes advantage of the \( L_1 \) truncated norm for achieving higher speeds in matching. Assuming \( F_1 \) and \( F_2 \) as two dense multi-dimensional feature/descriptor images,
which are created by using the descriptors explained before, and \( \mathbf{p} = (x, y) \) as the grid coordinates of the image, the objective function to be minimized can be written as follows:

\[
E(\mathbf{w}) = \sum_\mathbf{p} \min(||F_1(\mathbf{p}) - F_2(\mathbf{p} + \mathbf{w}(\mathbf{p})))|| + \sum_\mathbf{p} \eta(|u(\mathbf{p})| + |v(\mathbf{p})|) + \sum_{(\mathbf{p}, \mathbf{q}) \in \epsilon} \min(\alpha |u(\mathbf{p}) - u(\mathbf{q})|, d) + \min(\alpha |v(\mathbf{p}) - v(\mathbf{q})|, d)
\]

in which \( \mathbf{w}(\mathbf{p}) = (u(\mathbf{p}), v(\mathbf{p})) \) is the flow vector at point \( \mathbf{p} \). The three summations in this equation are data, small displacement and smoothness terms, respectively. The data term is for minimizing the difference between the feature descriptors along the flow vector, while the small displacement term keeps the displacements as small as possible when no information is available. Finally, the smoothness term guaranties that the flow vectors for neighbor pixels are similar. A few parameters are used in this formulation. Here, \( t \) and \( d \) are data and smoothness thresholds and \( \alpha \) and \( \eta \) are small displacement and smoothness coefficients, respectively. The values are set to the default values proposed by Liu et al. [34].

As is obvious, in this formulation, the horizontal and vertical components are de-coupled. This is mainly for reducing the computational complexity. However, this gives the additional benefit of being able to account for sliding motions during the procedure of image matching. The objective is considered as a factor graph, with \( \mathbf{p} \) and \( \mathbf{q} \) as the variable nodes, while the factor nodes represent the data, small displacement and smoothness terms. The flow is then extracted by using a dual-layer loopy belief propagation algorithm. Figure 3 shows the factor graph suggested by [34] for optimizing the energy functional of the dense matching problem. By using a coarse-to-fine (multi-resolution) matching scheme, one is able to reduce the computational complexity and hence the computation time while achieving lower values for the energy functional.

![Figure 3. Factor graph representation of the energy minimization functional with de-coupled horizontal and vertical components.](image)

### 3.2. Belief Propagation

Belief Propagation (BP) is a technique for exact inference of marginal probabilities for single connected distributions [49]. Generally speaking, each node in the graph computes a belief based on the messages that it receives from its children and also from its parents. Such a technique, as may be obvious from the previous sentence, is purely local, which means that the updates are unaware of the global structure of the graph as the graph may contain loops and therefore be multiply connected [50]. In this case, BP cannot compute an exact solution, but at best an approximation, which can be surprisingly very accurate [49]. Use of graphical models in image processing tasks usually falls within
the category of loopy graphs, which means different variants of BP are used and studied for solving different problems in this area [51].

In the general formulation of BP and subsequently Loopy BP (LBP) [52], we assume that node \(X\) computes its belief \(b(x) = P(X = x | E)\), where \(E\) is the observed evidence that is computed by combining the messages from the node’s children \(\lambda_{Y_j}(x)\) and also its parents \(\pi_X(u_k)\). Assuming \(\lambda_X(x)\) as the node’s message to itself representing the evidence, we have:

\[
b(x) = a \lambda(X) \pi(x)
\]

where:

\[
\lambda^{(t)}(x) = \lambda_X(x) \prod_f \lambda_{Y_j}^{(t)}(x)
\]

and:

\[
\pi^{(t)}(x) = \sum_u P(X = x | U = u) \prod_k \pi_X^{(t)}(u_k)
\]

The message that \(X\) passes to its parent \(U_i\) is given by:

\[
\lambda_x(t + 1)(u_i) = a \sum_x \lambda^{(t)}(x) \sum_{u_k \neq i} P(x | u) \prod_k \pi_X(t)(u_k)
\]

and the message that \(X\) sends to its child \(Y_j\) is given by:

\[
\pi_{Y_j}^{(t+1)}(x) = a \pi^{(t)}(x) \lambda_X(x) \prod_{k \neq j} \lambda_{Y_k}^{(t)}(x)
\]

As is obvious from the equations, if a message is being generated to pass from node \(A\) to \(B\), the contribution of the message from node \(B\) to \(A\) from the previous iteration is eliminated. Furthermore, normalizing messages at each iteration does not have any effect on the final beliefs and has the benefit of preventing numerical underflow [50].

Factor graphs are a means of unifying the directed and undirected graphical models with the same representation [53]. Such graphs are derived by the main assumption of representing complicated global functions of many variables by factorizing them as a product of several local functions of subsets of variables. Generally speaking, a factor graph can be defined as \(F = (G, \mathcal{P})\) in which \(G\) is the structure of the graph and \(\mathcal{P}\) is the parameter of the graph. \(G\), being a bipartite graph, can be defined as \(G = (\{X, F\}, E)\) where \(X\) and \(F\) are nodes variable and factor nodes, respectively, while \(E\) is a set of edges connecting a factor \(f_i\) and a variable \(x \in X_j\). Given evidence as a set of variables with observed values, the process of belief propagation consists of passing local messages between nodes in order to compute the marginal of all nodes. Even though the same concept is used for belief propagation in directed graphs, here, the process can be formulated as passing messages between variable and factor nodes. In this case, two types of messages are passed: (1) message from the variable node to the factor node \((\mu_{x \rightarrow f})\) and (2) message the from factor node to the variable node \((\mu_{f \rightarrow x})\):

\[
\mu_{x \rightarrow f}(x) \propto \prod_{h \in N_i \setminus \{f\}} \mu_{h \rightarrow x}(x)
\]

\[
\mu_{f \rightarrow x}(x) \propto \sum_{N_j \setminus \{x\}} \left( f(X_j) \prod_{y \in N_f \setminus \{x\}} \mu_{y \rightarrow f}(y) \right)
\]

where \(x\) and \(y\) are variables, \(f\) and \(h\) are factors and \(N_f\) and \(N_x\) are representative of neighbors of the corresponding nodes in the graph. In acyclic graphs, the process of message passing is terminated after two messages are passed on every edge, one in each direction. In such graphs, the process results in an exact inference. Unlike acyclic graphs, belief propagation is done in an iterative manner in cyclic
graphs. The process is terminated when having minimal changes in the passed messages according to a predetermined threshold, and the result is considered an approximate inference.

Several modifications to the general formulation of the energy minimization procedure are proposed by Liu et al. [34], which are also considered for this work. Different from the general formulation of optical flow, here, the smoothness term is decoupled for allowing separate horizontal and vertical flows. This reduces the computational complexity of the energy minimization significantly. In this implementation, at first, the intra-layer messages are updated for horizontal and vertical flows, and then, the inter-layer messages are updated between horizontal and vertical flows. Moreover, Sequential Belief Propagation (BP-S) [51] is used for better convergence. The reader is referred to the above-mentioned references for more detailed explanations and discussions on the subject.

3.3. Comparison Metrics

Assessing the performance of the proposed dense descriptors for optical flow estimation requires defining proper metrics for comparison. Here, three widely-accepted metrics for optical flow assessment are used [3].

Angular Error (AE), as the most commonly-used measure of performance for optical flow estimation, is defined based on the 3D angle between vectors \((u, v, 1.0)\) and \((u_{GT}, v_{GT}, 1.0)\) where \((u, v)\) is the computed flow vector and \((u_{GT}, v_{GT})\) is the ground truth flow. AE can be computed by taking the dot product of the vectors divided by the product of their lengths as follows:

\[
AE = \cos^{-1}\left(\frac{1.0 + u \times u_{GT} + v \times v_{GT}}{\sqrt{1.0 + u^2 + v^2} \sqrt{1.0 + u_{GT}^2 + v_{GT}^2}}\right)
\]

Here, the Average of AE (AAE) over the image domain is used as one of the metrics.

Endpoint Error (EE), on the other hand, computes the absolute error between the estimated optical flow and the ground truth. This is to remedy some drawbacks associated with the AE. On the one hand, given the formulation of AE, errors in regions with smooth non-zero motion are penalized less than errors in regions of zero motion. Moreover, AE contains an arbitrary scaling constant (1.0) to convert the units from pixels to degrees. Given this, the EE can be defined as:

\[
EE = \sqrt{(u - u_{GT})^2 + (v - v_{GT})^2}
\]

Here, the Average of EE (AEE) over the image domain is used as the metric.

Having two input images \((I_1, I_2)\) as inputs of the optical flow estimation algorithm for computing the flow from \(I_1\) to \(I_2\), it is possible to reconstruct an interpolated version of the second image by applying the computed dense flow to \(I_1\). This can be called \(\hat{I}_2\). The Interpolation Error (IE) can be defined based on the Root Mean Square (RMS) difference between the true \(I_2\) and interpolated \(\hat{I}_2\) using:

\[
IE = \sqrt{\frac{1}{N} \sum_{x,y} (I_2(x,y) - \hat{I}_2(x,y))^2}
\]

where \(N\) is the number of pixels.

4. Results and Discussion

4.1. Evaluations and Discussions

Several widely-used databases are available on the web for assessing the performance of optical flow estimation algorithms [3,54]. Figure 4a shows the set of training pairs, as well as the optical flow’s ground truth used in this study acquired from the Middlebury optical flow database (http://vision.middlebury.edu/flow/). The set consists of eight pairs of monochrome images, namely
Dimetrodon, Grove2, Grove3, Hydrangea, RubberWhale, Urban2, Urban3 and Venus, with the ground truth optical flow. Figure 4b shows the color map use for visualization of the flow fields.

Table 2 represents the comparison between the performance of different dense descriptors in terms of average angular error in comparison to the ground truth. Table 3, on the other hand, shows the results of comparison between the various dense descriptors in terms of endpoint error. The last column in the tables shows the average ranking of the different descriptors for estimating the optical flow on the training set. Inspecting the results, it is shown that dense SIFT is able to capture the structural representations of the objects contained in the sequences in a more robust and reliable way in comparison to the rest, while the performance of the dense Schmid descriptor is the worst. This is somewhat expected since the Schmid filter bank contains a set of isotropic filters in comparison to the rest of the descriptors that can capture the orientation of the edges and boundaries within frames. One important factor in determining the superiority of a descriptor is the ability to capture the structural representation of the scene in a multi-scale/multi-resolution manner. Even though this is the case for several of the descriptors as mentioned before in the previous sections, dense SURF and dense SIFT descriptors have superior performance to the rest. As mentioned before, SURF, as is obvious from its name, utilizes simplifying approximations to be able to speed-up the process of descriptor creation. In this method, second order derivatives of the Gaussian are approximated with binary Haar-wavelets. This approximation, even though appropriate in sparse feature description, causes granular patterns in the final optical flow estimations. The phenomenon can be seen more obviously in uniform regions of the flow fields, for example in Venus. Figure 5 shows the results of the dense descriptors for Grove2, Grove3, RubberWhale and Venus for visual comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dimetrodon</th>
<th>Grove2</th>
<th>Grove3</th>
<th>Hydrangea</th>
<th>RubberWhale</th>
<th>Urban2</th>
<th>Urban3</th>
<th>Venus</th>
<th>Avg. Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>d-Gabor</td>
<td>16.43</td>
<td>8.11</td>
<td>12.27</td>
<td>10.98</td>
<td>13.47</td>
<td>28.09</td>
<td>18.64</td>
<td>9.30</td>
<td>4.50</td>
</tr>
<tr>
<td>d-Schmid</td>
<td>18.87</td>
<td>12.55</td>
<td>17.49</td>
<td>15.05</td>
<td>17.50</td>
<td>16.08</td>
<td>18.15</td>
<td>14.77</td>
<td>7.00</td>
</tr>
<tr>
<td>d-LM</td>
<td>18.42</td>
<td>12.76</td>
<td>17.05</td>
<td>12.36</td>
<td>15.82</td>
<td>19.36</td>
<td>18.48</td>
<td>11.88</td>
<td>6.62</td>
</tr>
<tr>
<td>d-RFS</td>
<td>19.06</td>
<td>10.20</td>
<td>15.70</td>
<td>11.83</td>
<td>13.75</td>
<td>14.54</td>
<td>17.16</td>
<td>8.68</td>
<td>5.37</td>
</tr>
<tr>
<td>d-Steerable</td>
<td>21.18</td>
<td>8.73</td>
<td>13.82</td>
<td>13.77</td>
<td>13.61</td>
<td>12.67</td>
<td>16.83</td>
<td>6.80</td>
<td>4.75</td>
</tr>
<tr>
<td>d-SURF</td>
<td>17.99</td>
<td>8.97</td>
<td>12.72</td>
<td>10.51</td>
<td>10.73</td>
<td>14.27</td>
<td>13.81</td>
<td>6.78</td>
<td>2.87</td>
</tr>
<tr>
<td>d-SIFT</td>
<td>17.24</td>
<td>8.29</td>
<td>12.22</td>
<td>9.77</td>
<td>10.47</td>
<td>14.67</td>
<td>11.02</td>
<td>4.79</td>
<td>1.75</td>
</tr>
</tbody>
</table>
Table 3. Average Endpoint Error (AEE) comparison for training images of the Middlebury dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dimetrodon</th>
<th>Grove2</th>
<th>Grove3</th>
<th>Hydrangea</th>
<th>RubberWhale</th>
<th>Urban2</th>
<th>Urban3</th>
<th>Venus</th>
<th>Avg. Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>d-Gabor</td>
<td>0.504</td>
<td>0.656</td>
<td>1.343</td>
<td>0.598</td>
<td>0.424</td>
<td>6.432</td>
<td>3.005</td>
<td>0.609</td>
<td>3.25</td>
</tr>
<tr>
<td>d-Schmid</td>
<td>0.650</td>
<td>0.907</td>
<td>1.721</td>
<td>0.737</td>
<td>0.519</td>
<td>2.389</td>
<td>3.454</td>
<td>0.952</td>
<td>6.87</td>
</tr>
<tr>
<td>d-LM</td>
<td>0.626</td>
<td>0.937</td>
<td>1.626</td>
<td>0.613</td>
<td>0.429</td>
<td>4.223</td>
<td>3.173</td>
<td>0.916</td>
<td>6.00</td>
</tr>
<tr>
<td>d-RFS</td>
<td>0.651</td>
<td>0.785</td>
<td>1.608</td>
<td>0.550</td>
<td>0.435</td>
<td>2.218</td>
<td>3.341</td>
<td>0.638</td>
<td>5.12</td>
</tr>
<tr>
<td>d-Steerable</td>
<td>2.681</td>
<td>0.751</td>
<td>1.456</td>
<td>3.462</td>
<td>0.438</td>
<td>1.882</td>
<td>3.399</td>
<td>0.581</td>
<td>5.25</td>
</tr>
<tr>
<td>d-HOG</td>
<td>0.504</td>
<td>0.696</td>
<td>1.360</td>
<td>0.402</td>
<td>0.369</td>
<td>6.448</td>
<td>3.459</td>
<td>0.478</td>
<td>3.75</td>
</tr>
<tr>
<td>d-SURF</td>
<td>0.647</td>
<td>0.740</td>
<td>1.378</td>
<td>0.447</td>
<td>0.362</td>
<td>1.989</td>
<td>3.936</td>
<td>0.565</td>
<td>3.87</td>
</tr>
<tr>
<td>d-SIFT</td>
<td>0.563</td>
<td>0.687</td>
<td>1.305</td>
<td>0.393</td>
<td>0.356</td>
<td>2.321</td>
<td>3.015</td>
<td>0.401</td>
<td>1.87</td>
</tr>
</tbody>
</table>

Figure 5. Sample results of the optical flow estimation for Grove2 (first row), Grove3 (second row), RubberWhale (third row) and Venus (fourth row) using the eight dense descriptors, d-Gabor (a), d-Schmidt (b), d-LM (c), d-RFS (d), d-Steerable (e), d-HOG (f), d-SURF (g) and d-SIFT (h).

Table 4 represents the result of the dense descriptors in terms of interpolation error (IE). In order to eliminate the marginal errors, a margin of 20 pixels is considered for computing the IE. In terms of interpolation error, dense SURF is able to perform the best among other methods. This may seem strange that SIFT performs better in estimating the optical flow while SURF is able to provide a better reconstruction when warping the images. However, it should be noted that these two are not necessarily equivalent. This can be mainly attributed to the simplifying assumptions made during the generation of SURF features. As mentioned before, SURF uses binary Haar-wavelets in order to approximate the second order derivatives of Gaussian functions. While this is done to achieve higher computational speed, it can cause the optimization process of the energy functional to fall into local minima. This is evident from the estimated optical flow using dense SURF descriptors, as shown in Figure 5, where granular patterns can be seen in uniform regions. While this may reduce the interpolation error in these regions, the overall optical flow estimate can suffer from increased error. Of course, the difference is not very noticeable between the methods in terms of accuracy. It should be noted that in the examples that are presented here, illumination variation is not a factor when going from one frame to another. When we have variations in the intensity levels and lighting between sequential frames, the IE metric is not a reliable representatives of the performance, and only AE can determine the true error.

For the completeness of the comparisons, a few of the techniques from the Middlebury database are chosen here, namely Pyramid-LK [55], FOLKI [56], SLK [57], PGAM+ LK [58] and FFV1MT [59]. Since the performance of the dense SURF and dense SIFT are superior to the rest of the proposed dense descriptors, only these two are considered for comparison. Table 5 contains the results of the comparison between these various techniques with dense SIFT and dense SURF in terms of the average and standard deviation of the angular errors. In Table 6, the results of the comparison in terms of the average and standard deviation of the endpoint error is given. The last column in both tables shows the overall ranking of the methods in the Middlebury dataset. While the performance of the different methods varies when estimating optical flow between different images, the performance of dense
SIFT is better in general. Figure 6 shows the resulted optical flow estimation from SLK, PGAM + LK, FFV1MT, dense SURF and dense SIFT alongside the error maps for the Mequon and Teddy image pairs. Unlike SLK, PGAM + LK and FFV1MT, which suffer from severe smoothing effects near edges and in regions with fine details, dense SURF and dense SIFT perform better, significantly.

Table 4. Interpolation Error (IE) comparison for training images of the Middlebury dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dimetrodon</th>
<th>Grove2</th>
<th>Grove3</th>
<th>Hydrangea</th>
<th>RubberWhale</th>
<th>Urban2</th>
<th>Urban3</th>
<th>Venus</th>
<th>Avg. Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>d-Gabor</td>
<td>3.59</td>
<td>9.80</td>
<td>15.11</td>
<td>7.26</td>
<td>3.54</td>
<td>14.97</td>
<td>8.50</td>
<td>6.34</td>
<td>7.00</td>
</tr>
<tr>
<td>d-Schmid</td>
<td>3.49</td>
<td>10.00</td>
<td>15.35</td>
<td>7.07</td>
<td>3.71</td>
<td>5.63</td>
<td>6.32</td>
<td>6.73</td>
<td>6.87</td>
</tr>
<tr>
<td>d-LM</td>
<td>3.46</td>
<td>10.23</td>
<td>14.99</td>
<td>6.58</td>
<td>3.45</td>
<td>9.46</td>
<td>5.75</td>
<td>6.52</td>
<td>5.87</td>
</tr>
<tr>
<td>d-Sterable</td>
<td>11.13</td>
<td>9.41</td>
<td>13.32</td>
<td>10.50</td>
<td>3.12</td>
<td>4.76</td>
<td>6.03</td>
<td>6.33</td>
<td>3.37</td>
</tr>
<tr>
<td>d-HOG</td>
<td>3.28</td>
<td>9.06</td>
<td>12.51</td>
<td>6.14</td>
<td>3.19</td>
<td>14.10</td>
<td>5.27</td>
<td>5.86</td>
<td>3.00</td>
</tr>
<tr>
<td>d-SURF</td>
<td>3.15</td>
<td>8.71</td>
<td>11.50</td>
<td>5.92</td>
<td>3.12</td>
<td>4.22</td>
<td>5.49</td>
<td>5.75</td>
<td>1.25</td>
</tr>
<tr>
<td>d-SIFT</td>
<td>3.31</td>
<td>9.30</td>
<td>13.15</td>
<td>6.40</td>
<td>3.34</td>
<td>4.70</td>
<td>5.27</td>
<td>6.00</td>
<td>3.75</td>
</tr>
</tbody>
</table>

Table 5. Average (standard deviation) of angular error comparisons for the Middlebury test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Army</th>
<th>Mequon</th>
<th>Schefflera</th>
<th>Wooden</th>
<th>Grove</th>
<th>Urban</th>
<th>Yosemite</th>
<th>Teddy</th>
<th>Average Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyramid LK[55]</td>
<td>13.9(17.0)</td>
<td>24.1(31.7)</td>
<td>30.0(39.2)</td>
<td>22.2(29.4)</td>
<td>18.7(31.7)</td>
<td>21.2(29.9)</td>
<td>6.41(9.01)</td>
<td>25.6(39.9)</td>
<td>118.0(119.4)</td>
</tr>
<tr>
<td>FOLKI[56]</td>
<td>10.5(16.2)</td>
<td>20.9(32.5)</td>
<td>17.6(29.4)</td>
<td>15.4(29.1)</td>
<td>6.16(9.58)</td>
<td>12.2(25.7)</td>
<td>4.67(7.71)</td>
<td>18.2(36.5)</td>
<td>115.2(116.0)</td>
</tr>
<tr>
<td>SLK[57]</td>
<td>11.6(17.2)</td>
<td>15.3(21.3)</td>
<td>17.8(27.9)</td>
<td>25.4(31.4)</td>
<td>5.26(5.66)</td>
<td>10.3(22.8)</td>
<td>2.89(3.90)</td>
<td>14.9(33.3)</td>
<td>110.1(108.9)</td>
</tr>
<tr>
<td>PGAM+ LK[58]</td>
<td>11.8(14.9)</td>
<td>14.8(25.5)</td>
<td>13.2(21.9)</td>
<td>16.2(26.0)</td>
<td>5.40(9.61)</td>
<td>12.3(24.3)</td>
<td>7.42(6.19)</td>
<td>13.3(34.3)</td>
<td>113.5(108.7)</td>
</tr>
<tr>
<td>FFV1MT[59]</td>
<td>12.0(13.9)</td>
<td>10.7(20.9)</td>
<td>15.6(21.8)</td>
<td>16.6(31.0)</td>
<td>6.51(9.97)</td>
<td>16.2(23.8)</td>
<td>3.41(2.99)</td>
<td>12.3(32.6)</td>
<td>110.8(106.1)</td>
</tr>
<tr>
<td>d-SURF</td>
<td>13.2(11.7)</td>
<td>8.96(11.1)</td>
<td>11.4(17.8)</td>
<td>11.3(16.9)</td>
<td>10.5(14.3)</td>
<td>17.9(29.2)</td>
<td>17.0(15.8)</td>
<td>8.34(29.3)</td>
<td>108.8(96.9)</td>
</tr>
<tr>
<td>d-SIFT</td>
<td>13.3(12.1)</td>
<td>8.66(10.9)</td>
<td>10.7(15.8)</td>
<td>10.9(15.9)</td>
<td>9.70(8.33)</td>
<td>15.4(22.6)</td>
<td>14.5(11.3)</td>
<td>7.89(30.0)</td>
<td>107.9(92.4)</td>
</tr>
</tbody>
</table>

Table 6. Average (standard deviation) of endpoint error comparisons for the Middlebury test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Army</th>
<th>Mequon</th>
<th>Schefflera</th>
<th>Wooden</th>
<th>Grove</th>
<th>Urban</th>
<th>Yosemite</th>
<th>Teddy</th>
<th>Average Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyramid LK[55]</td>
<td>0.39(0.68)</td>
<td>1.67(1.94)</td>
<td>1.50(2.43)</td>
<td>1.57(2.36)</td>
<td>2.94(4.19)</td>
<td>3.33(7.35)</td>
<td>0.30(0.57)</td>
<td>3.20(6.63)</td>
<td>118.1(118.7)</td>
</tr>
<tr>
<td>FOLKI[56]</td>
<td>0.29(0.55)</td>
<td>1.52(2.45)</td>
<td>1.23(1.12)</td>
<td>0.99(1.75)</td>
<td>1.53(2.10)</td>
<td>2.14(5.86)</td>
<td>0.26(0.52)</td>
<td>2.67(5.03)</td>
<td>114.8(117.0)</td>
</tr>
<tr>
<td>SLK[57]</td>
<td>0.30(0.47)</td>
<td>1.09(1.13)</td>
<td>1.25(2.12)</td>
<td>1.56(1.72)</td>
<td>1.54(1.86)</td>
<td>2.02(7.57)</td>
<td>0.17(0.32)</td>
<td>2.43(3.61)</td>
<td>109.9(107.7)</td>
</tr>
<tr>
<td>PGAM+ LK[58]</td>
<td>0.37(0.66)</td>
<td>1.08(1.64)</td>
<td>0.94(1.46)</td>
<td>1.40(2.59)</td>
<td>1.37(1.78)</td>
<td>2.10(6.62)</td>
<td>0.36(0.43)</td>
<td>1.89(2.93)</td>
<td>113.7(106.5)</td>
</tr>
<tr>
<td>FFV1MT[59]</td>
<td>0.33(0.41)</td>
<td>0.79(1.11)</td>
<td>1.33(1.62)</td>
<td>1.38(2.02)</td>
<td>1.76(2.00)</td>
<td>2.33(4.48)</td>
<td>0.16(0.18)</td>
<td>1.81(3.19)</td>
<td>109.9(102.1)</td>
</tr>
<tr>
<td>d-SURF</td>
<td>0.37(0.36)</td>
<td>0.84(0.79)</td>
<td>1.70(1.75)</td>
<td>1.04(1.31)</td>
<td>2.04(2.21)</td>
<td>2.61(5.91)</td>
<td>0.91(1.16)</td>
<td>1.28(2.94)</td>
<td>112.3(107.3)</td>
</tr>
<tr>
<td>d-SIFT</td>
<td>0.37(0.34)</td>
<td>0.82(0.73)</td>
<td>1.61(1.52)</td>
<td>1.01(1.22)</td>
<td>1.98(1.98)</td>
<td>2.35(5.66)</td>
<td>0.70(0.63)</td>
<td>1.21(2.77)</td>
<td>110.8(101.8)</td>
</tr>
</tbody>
</table>

Figure 6. Sample results of the optical flow estimation for two of the test image sets from Middlebury Mequon and Teddy, as well as the flow error, using SLK [57] (first column), PGAM + LK [58] (second column), FFV1MT [59] (third column), d-SURF (fourth column) and d-SIFT (fifth column).
4.2. Possible Enhancements and Future Directions

Careful investigation of the performance of the various dense descriptors reveals several possible directions for improvement. Especially when comparing the results of the methods with the state-of-the-art, they seem to perform poorly. However, it should be noted that studies on the use of dense descriptors for the problem of optical flow estimation are still very limited. Therefore, more research should be done in this area in order to achieve more robust and accurate techniques.

4.2.1. Parameter Optimization

Each of the above-mentioned descriptors requires a set of parameters to be specified for the optimal representation of image sets. The parameters include the support of filter banks, the spread of the kernel function, the number of orientations, etc. Depending on the images and the level of content in terms of size and resolution, setting the descriptors’ parameters properly may have a significant effect on the final computed flow field. An automatic and content-adaptive parameter setting can help to improve the performance of the methods significantly. Sharp edges, high velocities between frames and occlusions impose the most difficult challenges for optical flow estimation in general. Even though, overall, the dense descriptors are capable of estimating the flow, since there is no strategy for occlusion detection, this results in angular errors in the estimated flow fields. By using occlusion handling techniques, this can be greatly reduced.

4.2.2. Color Descriptors

As mentioned before, for producing the results of this work, all of the input images are converted to monochrome, and therefore, the color is not utilized for optical flow estimation. With the advent of newer techniques for incorporating the color information into the descriptors, this work can be modified to take the color information into consideration. Using such techniques, invariance with respect to illumination changes and also the discriminative power of the descriptors are increased, and better estimations for optical flow can be achieved [60].

4.2.3. Segmentation-Aware Descriptors

The various types of descriptors discussed here rely on edge information in order to construct the set of dense descriptors. However, it should be emphasized that the inclusion of more abstract measures in the process of descriptor generation can be considered for a better representation. This can be especially useful when dealing with optical flow estimation problems, which may contain layered motion and occlusions between the images of the sequence. In such cases, having some information on the various surface/objects/regions contained in the images can help greatly in devising more accurate dense descriptors. Examples of such methods can be found in the works of Tola et al. [30] and Trulls et al. [61].

4.2.4. Applications in Biomedical Image Processing

Stereo matching and depth approximation from multi-view datasets have been an attractive area of computer science. The concept is the same as optical flow, since in both, one tries to find the best correspondence between the pixels of the input images. The difference is in the representation of the correspondence between pixels since in optical flow, the view-point is generally constant, while the flow field represents the changes in locations of pixels/objects over time. In contrast, in stereo matching, the scene is mainly still, while the view-point changes, and therefore, the geometric representation of the objects with respect to the camera varies. The formulation of the problem is similar to that of optical flow estimation. The difference is due to the fact that the stereo frames are usually rectified, which means that the displacements are mainly along one of the directions, which makes the process of disparity approximation a 1D problem. With some modifications, which are not the focus of the current work, the formulation can be changed for the problem of stereo matching and disparity approximation.
The applications of such a problem can be found in various fields, for example retinal image processing. Retinal image processing is a very attractive branch of biomedical image processing [62–64]. As an example of such a technique, 3D reconstruction of the Optic Nerve Head (ONH) in the retina can be mentioned. Figure 7 shows two examples of such an application by use of dense SIFT descriptors using the data provided as part of [65]. For each one of these examples, a pair of input images acquired from the left and right views of the ONH (first and second column) is captured, and the approximate depth information is retrieved (third column). The darker the region, the greater the depth. Moreover, the same concept can be used for optical flow estimation and 3D reconstruction of endoscopic and colonoscopic videos. Other applications in 3D reconstruction of microscopic samples using various dense matching techniques have also been explored in the literature [66].

![Figure 7. Retina Optic Nerve Head (ONH) depth approximation by use of stereo image pairs: (a) left view; (b) right view; (c) approximated depth map. The darker the region, the greater the depth.](image)

5. Conclusions

The concept of optical flow estimation, as the procedure of finding displacements of intensity patterns in image sequences, has gained much attention in the computer vision community. The general formulation usually involves the minimization of a constrained energy functional for finding the dense flow fields between the images in the sequence. One of the basic assumptions for the formulation is on the brightness level of different regions contained in the images, as it is assumed that the brightness should remain constant regardless of the movement of pixels/objects. This assumption, even though not completely true in general, drives many of the modern day optical flow estimation algorithms. However, many different techniques have been proposed in the recent years, which try to solve the problem in a more general manner. One solution can be sought in formulating the problem by use of more structurally-representative means: local descriptors. Local descriptors have been used in various branches of computer vision, namely object/texture recognition, image retrieval, etc. However, there has been limited investigation on the use of local descriptors for optical flow estimation [34,35].

In the current work, use of several dense descriptors is investigated for optical flow estimation. Given the framework provided by Liu et al. [34], the first aim is to provide a more comprehensive comparison with the state-of-the-art for optical flow estimation, and therefore, several tests are carried out using the Middlebury optical flow datasets [3]. Aiming at extending the framework, the use of seven descriptors, namely the Leung–Malik (LM) filter bank, the Gabor filter bank, the Schmid filter bank, Root Filter Set (RFS) filters, Steerable filters, Histogram of Oriented Gradients (HOG) and Speeded Up Robust Features (SURF), is introduced and investigated here. The presented results show great potential for using dense local descriptors for the problem of optical flow estimation and
stereo matching, both in computer vision and also the medical image processing community and can stimulate great interest in devising more rigorous algorithms in the field.
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