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Abstract: Lithium-ion batteries are currently widely employed in a variety of applications. Precise
estimation of the remaining useful life (RUL) of lithium-ion batteries holds significant function
in intelligent battery management systems (BMS). Therefore, in order to increase the fidelity and
stabilization of predicting the RUL of lithium-ion batteries, in this paper, an innovative strategy
for RUL prediction is proposed by integrating a one-dimensional convolutional neural network
(1D CNN) and a bilayer long short-term memory (BLSTM) neural network. Feature extraction is
carried out through the input capacity data of the model using 1D CNN, and these deep features
are used as the input of the BLSTM. The memory function of the BLSTM is applied to retain key
information in the database and to better understand the coupling relationship among consecutive
time series data along the time axis, thereby effectively predicting the RUL trends of lithium-ion
batteries. Two different types of lithium-ion battery datasets from NASA and CALCE were used to
verify the effectiveness of the proposed method. The results show that the proposed method achieves
higher prediction accuracy, demonstrates stronger generalization capabilities, and effectively reduces
prediction errors compared to other methods.

Keywords: prediction of RUL; lithium-ion batteries; 1D CNN; BLSTM; hybrid method

1. Introduction

The application of energy storage technologies brings fresh chances and challenges
for the renewable energy revolution. The lithium-ion battery has been one of the rapid
developing electrochemical energy storage technologies in recent years owing to its high
energy density, environmental protection and long lifetime, and other advantages [1,2].
Its applications span across various fields, including military, aerospace, and electronic
products. The swift advancement of emerging technologies heavily relies on the critical role
played by lithium-ion batteries, such as information technology, renewable energy sources,
and environmental conservation. Meanwhile, lithium-ion batteries also have security
and dependability hazards, including overcharging, overdischarging, overheating, and
differences in single-cell lifespan. Remaining useful life (RUL) prediction is the fundamental
technology for managing the health of lithium-ion batteries, serving as a vital approach
to grasp the declining trend in power performance. Consequently, the RUL prediction of
lithium-ion batteries has been receiving concentration in recent years [3–5]. Accurately
predicting the RUL is crucial for ensuring the reliable operation of batteries throughout
their entire energy storage lifespan. The capacity is broadly regarded as a sign of health,
which is used to evaluate the remaining cycle life of a battery [6,7]. Lithium-ion batteries
are dynamic and ever-changing electrochemical systems with nonlinear characteristics and
complex internal mechanisms, which exposes great challenges for predicting maximum
remaining capacity and minimizing the declining trend.
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Based on the literature investigation, the prediction of lithium-ion battery RUL is pri-
marily classified into model-based methods, data-driven methods, and hybrid methods [8].

(1) The model-based method

The model-based method describes the aging behavior of batteries through mathe-
matical and physical models. This approach typically consists of a range of algebraic
or differential equations, whose most essential features are tailored to a specific sys-
tem. Model-based RUL prediction methods can be constructed using electrochemical
models (EM) [9], equivalent circuit models (ECM) [10], or empirical models [11]. EM
relies on capturing the internal characteristics of the battery to describe the physical
processes of the electrochemical system. Wang investigated the relationship between
solid electrolyte thin films and capacity degradation, and developed a single-particle
model to simulate the degradation process of batteries [12]. Singh developed a semi-
empirical model for the discharge curve of lithium-ion batteries to determine the maximal
storage capacity after every charge–discharge cycle [13]. Such models establish empir-
ical correlation between the model parameters, just limited to specific battery systems.
Zhang developed an RUL prediction approach for lithium-ion batteries, which combines
the exponential model and particle filter. This approach is specifically designed to tackle
the challenges posed by the batteries’ nonlinear and non-gaussian capacity regression
features [14]. Lyu et al. introduced a novel particle filter framework to predict the RUL
of lead-acid batteries. This method integrates the battery’s electrochemical models, en-
hancing the precision and dependability of RUL prediction. The parameters of the model
describing battery decline were viewed as state variables inside the framework [15]. The
EM based RUL prediction of lithium-ion batteries allows for an exhaustive description of
the inside physical and chemical reactions of the battery as it ages, starting from the battery
degradation mechanism. However, the EM requires the application of a huge number of
thermodynamic and kinetic equations, which involve a large number of parameters and
variables, as well as complex computational processes that make it harder to thoroughly
account for all environmental and service-related factors. Therefore, the prediction of
RUL based on EM has the problem of modeling difficulty. Hu assessed the complexity,
correctness, and robustness of twelve equivalent circuit models [16]. Though ECM have
fewer parameters, parameter identification is relatively simple and the state space equation
is easily available compared to for the EM. However, owing to the complicated inside
structure of lithium-ion batteries and the dynamic nature of the internal parameters during
operation, it is very difficult to establish a suitable ECM, and to take into account the intri-
cate external conditions, which makes the ECM has poor generality relatively. Therefore,
the model-based RUL prediction method has the problems of modeling difficulties and
practical application difficulties.

(2) The data-driven method

Contrasted with model-based methods, data-driven methods take no account of the
complex electrochemical reactions and ageing mechanisms within lithium-ion batteries,
and instead place emphasis on the battery performance test and operational status data
that can be monitored and obtained, exploring the battery performance information and
evolution patterns hidden in these data. The data-driven method begins with feature
extraction by leveraging and analyzing large amounts of raw data, and then applying
specific algorithms to predict battery health. Data-driven methods currently cover the
artificial neural networks (ANNs) [17,18], related vector machines (RVM) [19], support
vector machines (SVM) [20], gaussian process regression (GPR), long short-term memory
(LSTM) [21,22], etc. Richardson proposed a gaussian process (GP) regression for predicting
the RUL of batteries, and data-driven methods demonstrate excellent predictive capabilities
for long short-term prediction of RUL [23]. In addition to an iterative multi-step prediction
model based on support vector regression (SVR), Wang also developed a non-iterative
prediction model based on flexible support vector regression (F-SVR) by inputting low-
dimensional battery external characteristics data to acquire better RUL prediction results
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for lithium-ion batteries [24]. Song employed a RVM for RUL prediction, which demon-
strated the excellent short-term prediction ability. The study introduces an innovative
iterative update approach aimed at enhancing the long-term prediction ability [25]. The
literature [26,27] successfully predicted the capacity of a single battery using a mixture
of back-propagation (BP) neural networks and an extended Kalman filter. For battery
capacity calculation and RUL prediction, Rezvani et al. utilized both the linear prediction
error method (L-PEM) and the adaptive neural network (AdNN) [28]. They discovered
that AdNN gave a greater precise one-step forward capacity prediction, whereas L-PEM
demonstrated a more accurate prediction of RUL. In [29], the recurrent neural network
(RNN) approach is utilized to predict the condition of healthy batteries, without iteration
and feature extraction to predict the attenuation trend at one time. Because during the
initial aging process, the capacity degradation of the battery usually does not happen right
away, it is crucial to extract the aging characteristics in order to predict the RUL of lithium-
ion batteries before the capacity is significantly decreased. Once suitable features have
been extracted, deep learning can realize effective prediction. As an RNN variation, Long
Short-Term Memory (LSTM) has been specifically designed to tackle the issues of vanishing
or exploding gradients during the training phase, leading to substantial improvements in
its gradient management capabilities. Li achieved the compelling results by employing the
LSTM to predict the RUL of lithium-ion batteries [30]. However, RNN and LSTM models
are prone to underfitting issues when the measured values are noisy or there are insufficient
amounts of data. CNN have demonstrated the capability to effectively address the under-
fitting problem, proving particularly valuable when dealing with noisy measurements or
limited quantities of data. Generally, the data-driven approach predicts future capacity
decay trends from historical degradation data through specific algorithms without the
need to build complex mathematical or physical models, making it well suited for practical
application in real-world working environments. To improve parameter determination,
confidence intervals, and long-term prediction performance, this method is employed in
conjunction with other types of optimization algorithms.

(3) The hybrid method

Hybrid methods have gained increasing prominence in the research sector in recent
years. The fusion of multiple algorithms is conducive to conquer the limitations of a single
algorithm and give full leverage for the strengths of different algorithms, in order to acquire
better prediction results. Currently, the hybrid method for RUL prediction is classified
into two types—model hybrid and data hybrid. By combining the regularized particle
filter algorithm and the nonlinear degradation-autoregressive model, Song proposed a
unique method for lithium-ion battery RUL prediction [31]. Mo developed the Kalman
filter combined with standard particle filtering and particle swarm optimization for RUL
estimation of lithium-ion battery with excellent accuracy [32]. Xue introduced an inte-
grated algorithm that combines the adaptive unscented Kalman filter (AUKF) with genetic
algorithm-optimized support vector regression (GA-SVR) to achieve multi-step predic-
tion of lithium-ion battery RUL. The proposed AUKF-GA-SVR approach demonstrates
improved prediction accuracy [33]. Song created a fusion RUL prediction approach by
integrating RVM and KF. Due to RVM’s excellent performance of short-term prediction and
poor performance of long-term prediction, an iterative updating method was presented to
enhance the long-term prediction performance of lithium-ion battery RUL prediction [25].
Cao proposed time series prediction models that incorporate two types of empirical mode
decomposition (EMD) and the LSTM. Experimental findings demonstrate that the sug-
gested approaches outperform others in one-step-ahead financial time series prediction [34].
Qu proposed an LSTM-based wind prediction model. The results of simulation indicate
that the LSTM model outperforms the SVM model and the BP neural network in prediction
accuracy [35]. Inspired by the data hybrid method, this paper presented the CNN-BLSTM,
an innovative hybrid neural network for predicting the RUL of lithium-ion batteries. The
CNN-BLSTM fully utilizes CNN’s feature extraction ability as well as BLSTM’s time series
prediction ability to achieve reliable prediction, which may significantly enhance the RUL
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estimate performance of lithium-ion batteries. The different prediction methods for RUL
are summarized in Table 1.

Table 1. Summary of different RUL estimation methods.

Methods Advantages Disadvantages

Model based The growth trend of internal resistance can be
effectively described Difficult to establish or identify model parameters

Data driven Wide range of applications and high precision Requires a large amount of data training and lacks
sparsity and parameter sensitivity

Hybrid methods High precision and strong generalization ability Strong data dependency and requiring a large
amount of computation

This research contributes to the field in the following ways.

1. Broad applicability and excellent precision. The suggested method is evaluated using
two different battery types, achieving superior accuracy compared to other regularly
used methods.

2. The hybrid model CNN-BLSTM is formed by integrating fundamental neural net-
work, CNN and LSTM, utilizes a single-channel (i.e., capacity) approach to reliably
predict the RUL of lithium-ion batteries. This hybrid neural network comprises one
convolutional layer and two LSTM layers, forming an end-to-end framework for both
model training and RUL prediction.

3. This study offers comprehensive insights into single and hybrid methods for RUL
prediction in lithium-ion batteries through a comparative analysis of BP, CNN, LSTM,
BLSTM, and CNN-LSTM. The CNN-BLSTM method surpasses these comparable
methods in RUL estimation results.

The following is an outline of this paper’s content. Section 2 discusses the research in
this paper and develops a specific discussion of state of health (SOH) and RUL for lithium-
ion batteries. Section 3 describes the CNN, LSTM, and BLSTM algorithms and related
fusion algorithms. Section 4 validates and analyzes the suggested algorithm’s prediction
outcomes and compares them to the other algorithms. Section 5 draws the conclusion.

2. Research Object and Content

Although the fact that lithium-ion batteries offer great energy density, reusability and
low self-discharge rate, during the battery charging and discharging process, irreversible
physicochemical reactions occur in the materials inside the battery such as the electrolyte,
and these reactions will eventually lead to a decrease in battery performance. The basic
principle of lithium-ion batteries relies on the process of intercalation and de-intercalation
of lithium ions between the positive and negative electrodes. These processes constitute
the battery’s charge and discharge cycle, allowing electrical energy to be reversed between
positive and negative electrodes.

SOH is a health indicator that depicts the battery’s aging status during every charge–
discharge cycle. Parameters such as capacity, internal resistance, electric quantity, and
peak power are frequently utilized as indicators to represent SOH [36]. The ratio of
the lithium-ion battery capacity at the current moment to the initial battery capacity is
chosen as the SOH definition norm, and the SOH in the k − th cycle can be defined by the
formula below.

SOH(k) =
Ck
Co

× 100% (1)

where Co is the lithium-ion battery’s rated capacity, respectively; Ck is the capacity of the
lithium-ion battery at the k − th full charge.

A battery’s RUL reflects the count of effective charge–discharge cycles remaining at
a given point in its cycle. A battery cycle is defined as a full charge–discharge cycle, and
the cycle count refers to the method of calculating the number of such charge–discharge
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cycles. Since the battery completes one full charge and discharge cycle, the cycle count
increases by one. The lithium-ion battery is deemed to be at the end of life (EOL) when the
battery actual capacity decays to the failure threshold. The capacity value of battery failure
is known as the EOL threshold, and it is usually regarded as the capacity to reach 70~80%
of the nominal capacity. Therefore, a battery’s RUL is defined as follows.

TRUL = TEOL − T (2)

where T represents the cycle amount at the present capacity, while TEOL denotes the cycle
amount at the EOL threshold.

The SOH and RUL express several elements of battery state. The SOH quantitatively
describes the current performance state of the battery by comparing it to its initial state,
while the RUL indicates the reliable estimate of the number of remaining valid cycles
between now and the future.

3. The Hybrid Neural Network
3.1. The Convolution Neural Network (CNN)

CNN is a feedforward neural network with a deep structure. It is specifically designed
to process data with a network structure [37]. The CNN executes convolutional operations
on local area capacity data to extract the information features of higher dimensions between
the input information. Therefore, CNN possesses the characteristic of effectively extracting
the deep features of capacity data. CNN consists of 3D, 2D, and 1D CNNs, with the
following distinctions:

• By incorporating the time dimension into the 3D CNN input, the neural network
can concurrently capture both temporal and spatial features, enabling effective video
processing and behavior identification.

• The 2D CNN is mainly used to process two-dimensional data and is widely used
in image recognition and computer vision. In video processing, the spatial position
information of each pixel is represented in two dimensions, typically width and height.
As a result, 2D CNNs can effectively capture the spatial features and structures in
the image.

• The 1D CNN is mainly used to process one-dimensional sequence data, and is com-
monly used in time series analysis and natural language processing such as text
classification, sentiment analysis, and signal processing. In time series data, informa-
tion is typically represented in a single dimension time or location in a series. The 1D
CNN is suitable for extracting local features and patterns from sequence data.

Because the battery capacity is based on one-dimensional data of the time series, 1D
CNN is more appropriate for predicting lithium-ion battery capacity decay.

The 1D CNN structure involves an input layer, a convolutional layer, a pooling layer,
and an output layer, as seen in Figure 1. The convolutional layer executes convolution
operations on the input data throughout the CNN model’s learning phase, generating
abstract features containing spatial information that serve as input for the next layer. The
pooling layer executes localized data processing on the output from the convolutional
layer to accomplish data feature extraction and information screening. The fully connected
layer is located at the last layer of the CNN, where neurons are connected with weighted
connections to all neurons in the previous layer. After the input samples undergo mul-
tiple layers of processing, including the convolutional layer and pooling layer, the input
samples are eventually merged and compacted through the fully connected layer, the exci-
tation function is applied for the ultimate categorization or regression examination of the
input samples.
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The input data conducts convolutional operation in the one-dimensional convolutional
layer, as shown in Equation (3).

xl
t =

Nl−1

∑
i=1

conv1D
(

wl−1
it , sl−1

i

)
+ bl

t (3)

where xl
t and bl

t represent the input and bias of the neuron, wl−1
it represents the neural

node’s convolution kernel, sl−1
i represents the neural node’s output, Nl−1 represents the

number of neural nodes, and conv1D represents 1D convolution operation.
To enhance the nonlinear learning capability of the fusion neural network, the rectified

linear (ReLu) activation function is used in the convolution process of lithium-ion battery
capacity data, as demonstrated by Equation (4). The utilization of the ReLu function
can accelerate the training and enhance the network’s training stability. To some extent,
it can address the issue of vanishing gradients and expedite the convergence speed of
gradient descent.

ReLu(x) = max(0, x) (4)

Because the pooling layer only features extraction and does not contain training
parameters, it reduces the neural network parameters and effectively mitigates overfitting,
thus improving the generalization capability of the network. This can be described as.

sl
t = max

(t−1)H+1≤j≤tH

(
sl−1

j

)
(5)

In Equation (5), sl
t denotes the pooling function’s output.

3.2. Bilayer Long and Short-Term Memory (B-LSTM) Network
3.2.1. Long and Short-Term Memory (LSTM) Network

The LSTM network is a variant of recurrent neural network (RNN), mainly used
to effectively solve the challenges of vanishing gradients and gradient explosion in the
RNN [38,39]. By preserving valuable information and discarding irrelevant data, the
learning processing is simplified. The network accomplishes memory state writing, read-
ing, and deletion by introducing a storage state and several gating units [34]. LSTM is
widely applied in various domains, including speech recognition, machine translation, and
handwriting recognition.

Figure 2 depicts the internal structure of LSTM. Compared with the RNN structure,
LSTM introduces an input gate it, a forget gate ft, an output gate ot, and a memory cell Ct.
These gates are used to update or discard historical information and avoid the gradient
disappearance problem triggered by the gradient back-propagation over time in a specific
way, thus giving the LSTM a long-term memory function [40,41]. The LSTM hidden layer
utilizes input vector xt and output vector ht to implement the activation function and
weight updates. The principle formula for the LSTM cell is.

it = σ(Wi · xt + Ui · ht−1 + bi) (6)
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ft = σ
(

W f · xt + U f · ht−1 + b f

)
(7)

C̃t = tanh(Wc · xt + Uc · ht−1 + bc) (8)

Ct = ft ∗ Ct−1 + it ∗ C̃t (9)

ot = σ(Wo · xt + Uo · ht−1 + bo) (10)

ht = ot ∗ tanhCt (11)

where tanh is the hyperbolic tangent activation function. C̃t is the intermediate result
obtained by applying the function tanh to the input information and past information. σ is
the sigmoid function. ∗ is the Hadamard product. W and U are the weight matrix. b is the
bias term.
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3.2.2. The Operating Principle of BLSTM

As an upgraded version of the LSTM network algorithm, BLSTM trains and learns the
data processed by the CNN layer, deeply extracts the dependency relationship between
capacity and charge discharge cycle period, and has a memory function. The BLSTM
structure installs two layers with a similar construction and operation principle to the
hidden layer, namely the lower and the upper LSTM hidden layer, as seen in Figure 3.
The lower and upper LSTM layer, respectively, conduct feature retrieval and knowledge
storage of the input sequence’s context. The ultimate end output consequence of the
BLSTM network can be derived through the combination of the lower layer and upper
layer output values. Compared with single-layer LSTM network processing input data,
the lower layer of BLSTM can extract the dependency between the battery capacity and
the hidden quantity of battery charging and discharging cycles, while the upper layer
captures the deeper dependency between the two. The hidden state h1

t of the lower layer
is completely connected to the hidden state h2

t of the upper layer. Finally, the output of
the hidden state of the upper layer can be obtained. The update process of the BLSTM is
represented by the Equation (12).

h2
t = Wm · h1

t + bm (12)

where Wm and bm are the network fully connected weight matrix and bias vector between
the lower layer LSTM and upper layer LSTM, respectively; h1

t denotes the lower hidden
layer state; h2

t denotes the upper hidden layer state.
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3.3. The RUL Prediction Algorithm’s Architecture

The CNN-BLSTM fusion network model is used to predict the RUL for lithium-ion
batteries, as displayed in Figure 4. The proposed model chiefly comprises the input layer,
the convolutional layer, the pooling layer, the BLSTM layer, the dropout layer and the
fully connected layer. The 1D CNN performs feature extraction from the time series
data using the convolutional layer and diminishes the dimensionality of the input data
through the max pooling layer, effectively avoiding the complexity of inputting data into
the BLSTM and accelerating the training of the BLSTM network. However, the 1D CNN
cannot extract the time information dependency relationship of adjacent data, BLSTM is
effective in learning the coupling connection among contiguous time series data on its time
axis, but it exhibits limitations in capturing deeper features and extracting information
from the data. In this paper, the advantages of the 1D CNN networks and the BLSTM
networks are supplemented by their integration. Each functional layer’s learning process is
described below.

Step 1: The data on normalized lithium-ion battery capacity is utilized as input for the
whole model;

Step 2: The convolutional layer in the CNN applies a convolutional kernel to retrieve
details about feature from input data, and the pooling layer retrieves feature information to
minimize data dimension while maintaining essential feature details;

Step 3: The BLSTM layer computes the output data of the CNN layer using both the
upper and lower LSTM hidden layers;

Step 4: In the dropout layer, the grey neural nodes do not participate in network
training, which effectively alleviates the interaction between hidden layer nodes and
avoids the dependence on local features during the training phase to increase the model’s
generalization capacity;

Step 5: Finally, the association between the output sequences of the hidden layer is
extracted through the fully connected layer, and the prediction results are mapped onto the
output space to complete the battery capacity based on the prediction of the multi-step.

The dropout layer has been incorporated into the model algorithm to enhance the
generalization of the 1D CNN-BLSTM hybrid neural network. The dropout technique sets
probability values in the neural network to deactivate some of the hidden layer nodes, as
shown in Figure 4 of the dropout layer. The grey neural nodes in the dropout layer are not
involved in network training, which effectively alleviates the interaction between nodes in
the hidden layer, and avoids dependency on local characteristics in the training procedure.
The output of the 1D CNN-BLSTM hybrid neural network without the dropout layer is
shown in Equation (10), and the output of the 1D CNN-BLSTM fusion neural network with
the dropout layer added is shown in Equation (14).

r ≈ Bernoulli(p) (13)

ot = σ(Wo · xt + Uo · ht−1 + bo) · r (14)
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where the dropout layer uses the Bernoulli function to generate a random vector r of 0 or 1
with probability p (the dropout value), thus deactivating some of the hidden layer nodes.

During the training procedure of the 1D CNN-BLSTM neural network, the network’s
weights and biases are updated iteratively using the Adam optimizer algorithm. The main
reasons are: firstly, the momentum term and adaptive learning rate adjustment of the Adam
algorithm can accelerate the convergence process of the neural network, thus reducing the
training time. Secondly, the Adam algorithm usually has good stability during the training
process, which can reduce the occurrence of the gradient explosion or vanishing problem
and thus better maintain the numerical stability of the network.

Batteries 2024, 10, x FOR PEER REVIEW 9 of 21 
 

 
Figure 4. The framework diagram of the 1D CNN-BLSTM model. 

The dropout layer has been incorporated into the model algorithm to enhance the 
generalization of the 1D CNN-BLSTM hybrid neural network. The dropout technique sets 
probability values in the neural network to deactivate some of the hidden layer nodes, as 
shown in Figure 4 of the dropout layer. The grey neural nodes in the dropout layer are 
not involved in network training, which effectively alleviates the interaction between 
nodes in the hidden layer, and avoids dependency on local characteristics in the training 
procedure. The output of the 1D CNN-BLSTM hybrid neural network without the drop-
out layer is shown in Equation (10), and the output of the 1D CNN-BLSTM fusion neural 
network with the dropout layer added is shown in Equation (14). 

( )r Bernoulli p ≈  (13)

( )1t o t o t oo W x U h b rσ − = ⋅ + ⋅ + ⋅  (14)

where the dropout layer uses the Bernoulli  function to generate a random vector r of 0 
or 1 with probability p  (the dropout value), thus deactivating some of the hidden layer 
nodes. 

During the training procedure of the 1D CNN-BLSTM neural network, the network’s 
weights and biases are updated iteratively using the Adam optimizer algorithm. The main 
reasons are: firstly, the momentum term and adaptive learning rate adjustment of the 

Figure 4. The framework diagram of the 1D CNN-BLSTM model.

The 1D CNN-BLSTM neural network establishes the mapping relationship between
the early and late capacity, and makes a prediction for the unknown capacity sequence.
The predicted value of capacity for every cycle following the beginning point is gained by
iterative prediction, which in turn calculates the lithium-ion battery RUL. The procedures
for predicting the RUL of lithium-ion batteries depend on the 1D CNN-BLSTM model, as
depicted in Figure 5.
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4. Experiment with Prediction and Analyze the Results

In this paper, lithium-ion batteries datasets with two different electrode materials
are utilized to validate the suggested algorithm’s efficiency. The experimental hardware
platform is based on Intel (R) Core (TM i7-10875H CPU @ 2.30 GHz (8 cores, 16 processes)
and NVIDIA GeForce RTX 2060; operating system: Windows 10 (64-bit); memory: 16 GB.

The lithium-ion battery capacity and the number of charge/discharge cycle cycles
are used as input variables to the model, and the output variable is the remaining us-
able capacity of the battery. The dataset is divided into the training set and the test set:
X = [Xtrain, Xtest], where Xtrain = [n1, n2, · · · nL], and Xtest = [n′

1, n′
2, · · · n′

K], in which L
and K are the lengths of the training and test data, respectively.

4.1. Experimental Datasets and Preprocessing

The first group experimental dataset from the NASA Prognostics Center of Excellence
(PCoE) [42]. Four batteries, B5, B6, B7 and B18, were chosen as the research objects for
the first group battery dataset. During the experimental data collection phase, B5 and
B6 data were utilized as the training set, and B7 and B18 data were utilized as the test
set, respectively, the model was trained and validated on the experimental platform. This
method of dividing the dataset was chosen because the data distribution between the
training and test sets can achieve a certain degree of consistency, which improves the
generalization ability of the model. And it can ensure a comprehensive assessment of the
model’s performance at different stages to better understand the model’s prediction of
battery performance at different stages, rather than the prediction results at a specific point
in time. Figure 6 depicts the capacity degradation curve as a function of the amount of
cycles discharge from two lithium-ion batteries. Table 2 presents the specific elements of
the chosen NASA lithium-ion batteries.

Table 2. NASA research on lithium-ion battery parameters.

Battery Type Rated Capacity Experimental Cycle Number Charge/Discharge Cut-Off Voltage

B5 18650 NMC 2 Ah 168 4.2/2.7 V
B6 18650 NMC 2 Ah 168 4.2/2.5 V
B7 18650 NMC 2 Ah 168 4.2/2.3 V

B18 18650 NMC 2 Ah 132 4.2/2.5 V
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The second group experimental dataset was provided by CALCE at the University
of Maryland [43]. This paper studies two batteries, CX2-33 and CX2-34. During the
experimental data collection process, the two battery samples were split into a ratio of
8:2, using 80% of the capacity data as the training, and 20% of the remaining data for the
test, and the model was trained and validated on the experimental platform. Figure 7
depicts the capacity degradation curve as a function of the amount of cycles discharge
from two lithium-ion batteries. Table 3 presents the specific elements of the chosen CALCE
lithium-ion batteries.
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Table 3. CALCE research on lithium-ion battery parameters.

Battery Type Rated Capacity Experimental Cycle Number Charge/Discharge Cut-Off Voltage

CX2-33 INR 18650-20R 1.35 Ah 1701 4.2/2.7 V
CX2-34 INR 18650-20R 1.35 Ah 1735 4.2/2.7 V

The aging experiment of lithium-ion batteries undergoes two dominating procedures:
charging and discharging. Lithium-ion batteries are charged with a constant current of
1.5 A until the voltage reaches 4.2 V. Then, the battery continues to charge at a constant
voltage of 4.2 V until the charging current drops to 20 mA. The discharge process is carried
out at a constant current of 2 A until the voltage of each lithium-ion battery drops to a
predetermined voltage value. Aging is carried out under different conditions based on
different set values. Generally, when the actual capacity is less than 70% of the rated
capacity, the “failure threshold” for battery aging is deemed to occur. Lithium-ion batteries
may experience sudden fluctuations in available capacity during capacity degradation,
referred to as the capacity regeneration phenomenon [44,45], which makes the prediction
of battery RUL difficult.
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4.2. Data Normalization

The MinMaxScaler normalization process is scaling of the data features, and the
MinMaxScaler normalization method transforms the interval of all retrieved eigenvalues to
[0, 1] [46]. The formula is shown in (15).

X∗ =
x − xmin

xmax − xmin
(15)

where X∗ represents the normalization lithium-ion battery capacity data, xmax and xmin
represents the maximum and minimum values in the lithium-ion battery capacity data
samples, respectively.

4.3. Metrics for Assessment

To better assess the algorithm’s performance, this paper selects the root mean square
error (RMSE), the mean absolute error (MAE), the R-square (R2) and the mean absolute
percentage error (MAPE) as evaluation criteria to validate the effectiveness. These are
defined by the following formulae.

(1) RMSE denotes the normative deviation of the distinction between the observed value
and the anticipated value.

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (16)

(2) MAE denotes the average of the absolute errors between the expected values and
observed values.

MAE =
1
n

n

∑
i=1

|yi − ŷi| (17)

(3) R2 denotes the degree of fit between the prediction model anticipated capacity curve
and the observed capacity. The value range is 0–1. The more near the value is to 1, the
greater the regression fit, and vice versa.

R2 = 1 −

n
∑

i=1
(yi − ŷi)

2

n
∑

i=1
(yi − yi)

2
(18)

(4) MAPE denotes a percentage representing the absolute difference between the pre-
dicted and observed value.

MAPE =
1
n

n

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ (19)

where yi denotes the real capacity value, ŷi denotes the predicted capacity value, and yi
denotes the average capacity value. The smaller the value of these three metrics, MAPE,
MAE and RMSE, the better the prediction efficacy.

4.4. Comparative Experimental Results and Analysis

We validated the relatively high accuracy and stability of the results obtained by the
proposed model when employed for lithium-ion battery RUL prediction. The BP, 1D CNN,
LSTM, BLSTM, 1D CNN-LSTM and 1D CNN-BLSTM model were used for experimental
comparisons to predict the lifespan of the B7 and B18 batteries taken from the NASA
dataset, and the CX2-33 and CX2-34 batteries taken from the CALCE dataset, respectively.
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4.4.1. Prediction Results Based on NASA Dataset

In this experiment, the B5 and B6 batteries were chosen as the training set, and the B7
and B18 batteries were selected as the test set, respectively, and the overall cycle time of the
battery was used as the RUL prediction experiment result. Comparison of the prediction
model structures is seen in Table 4, and the prediction results are displayed in Tables 5 and 6
and Figures 8 and 9.

Table 4. The parameters of the structure of a lithium-ion battery prediction model from the
NASA dataset.

Method The Number of
Hidden Layers

Batch
Size

Kernel
Size

Activation
Function Dropout Optimization

Function
Learning

Rate Epochs

BP BPL = 1&
DenseL = 2

8 - ReLu 0.3 Adam 0.001 150

1D CNN
CNNL = 1&
MaxL = 1&
DenseL = 2

8 2 ReLu 0.3 Adam 0.001 150

LSTM LSTML = 1&
DenseL = 2

8 - ReLu 0.3 Adam 0.001 150

BLSTM LSTML = 2&
DenseL = 2

8 - ReLu 0.3 Adam 0.001 150

1D
CNN-LSTM

CNNL = 1&
MaxL = 1&
LSTML = 1&
DenseL = 2

8 2 ReLu 0.3 Adam 0.001 150

1D
CNN-BLSTM

CNNL = 1&
MaxL = 1&
LSTML = 2&
DenseL = 2

8 2 ReLu 0.3 Adam 0.001 150

BPL, CNNL, MaxL, LSTML, DenseL, represent the number of BP layers, 1D convolution layers, max pooling
layers, LSTM layers, and dense layers, respectively.

Table 5. RUL prediction errors for the B7 battery based on different models.

Battery Model MAE RMSE MAPE R2

B7

BP 0.025 0.032 1.671 0.928
1D CNN 0.028 0.035 1.634 0.941

LSTM 0.018 0.024 1.076 0.971
BLSTM 0.024 0.03 1.460 0.955

1D CNN-LSTM 0.019 0.026 1.151 0.966
1DCNN-BLSTM 0.013 0.018 0.804 0.983

Table 6. RUL prediction errors for the B18 battery based on different models.

Battery Model MAE RMSE MAPE R2

B18

BP 0.062 0.073 1.906 0.894
1D CNN 0.020 0.029 1.324 0.942

LSTM 0.014 0.026 0.885 0.951
BLSTM 0.016 0.027 1.065 0.949

1D CNN-LSTM 0.016 0.028 1.035 0.945
1DCNN-BLSTM 0.016 0.025 1.078 0.957

From the comparison of the results in Table 6 and Figure 9, it can be seen that the
prediction evaluation index results of the BP model in B18 lithium-ion battery are poor. The
BP model has low prediction accuracy and low prediction fit. The RUL prediction results
of the 1D CNN model in B5 and B18 lithium-ion batteries show that the model has a good
prediction fit, and the R2 value is greater than 0.94, but the RMSE and MAPE errors are
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large and the prediction accuracy is low. Compared with the prediction results of the BP
model, the 1D CNN model has higher prediction accuracy and fit.
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The 1D CNN is mainly used to explore deep aspects of data and lacks the ability
of time series analysis, while LSTM and BLSTM use memory units to retain important
information of input data, and have strong analysis capabilities for data with time series
characteristics, but cannot explore the deep characteristics of time series. Compared with
the prediction results of the 1D CNN model, the prediction error results of the LSTM model
and the BLSTM model were significantly reduced on the B7 battery, with MAE, RMSE and
MAPE falling by 0.01, 0.004, 0.011, 0.005 and 0.558, 0.174, respectively, and R2 rising by
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0.03, 0.014; on the B18 battery, MAE, RMSE and MAPE decreased by 0.006, 0.004, 0.003,
0.002 and 0.439, 0.259, respectively, and R2 rose by 0.009, 0.007. When the training data are
relatively small, BLSTM tends to rely on local features of the training data. As can be seen
from Tables 5 and 6, the BLSTM model has slightly larger prediction error results than that
of the LSTM model. From the analysis of the total prediction results, the prediction error
results of the 1D CNN, LSTM and BLSTM algorithms are large, and prediction precision
is worse than that of other algorithms. The 1D CNN-LSTM integrates LSTM on the basis
of 1D CNN, which combines the ability to mine deep features of data and analyze time
series data to improve the prediction accuracy of 1D CNN. On the B7 battery, MAE, RMSE
and MAPE decreased by 0.009, 0.009 and 0.483, respectively, and R2 rose by 0.015; on the
B18 battery, MAE, RMSE and MAPE decreased by 0.004, 0.001 and 0.289 and R2 rose by
0.003. According to the four evaluation metrics, the pure LSTM algorithm is slightly better
than the 1D CNN-LSTM algorithm; on the B7 battery, MAE, RMSE and MAPE rose by
0.001, 0.002 and 0.075, respectively, and R2 fell by 0.005; on the B18 battery, MAE, RMSE
and MAPE rose by 0.002, 0.002 and 0.15 and R2 decreased by 0.006. The 1D CNN-LSTM
fusion algorithm has good estimation performance; it still has poor accuracy, and the fitting
degree and accuracy of prediction are decreased. To increase prediction accuracy and
further enhance estimate performance, we employ the 1D CNN-BLSTM approach. The 1D
CNN-BLSTM integrates 1D CNN on the basis of BLSTM, which combines the deep features
of mining data and better learns the coupling relationship between continuous time series
data on the timeline, which solves the problem that BLSTM easily relies on local features
of training data when the training data are relatively small, and improves the accuracy of
model prediction; on both the B7 and B18 batteries, the MAE, RMSE and MAPE values of
the 1D CNN-BLSTM fusion algorithm are lower than those of the single algorithm, and
the R2 values are higher than those of the single algorithm, which confirms that the 1D
CNN-BLSTM fusion algorithm greatly improved the capacity prediction performance. In
addition, the 1D CNN-BLSTM algorithm obtains MAE, RMSE and MAPE values with
smaller prediction error results than the 1D CNN-LSTM algorithm. In the case of the
B7 battery, MAE, RMSE and MAPE decreased by 0.006, 0.008 and 0.347, respectively.
R2 increased by 0.017. In the case of the B18 battery, MAE remain unchanged, RMSE
decreased by 0.003, and MAPE and R2 increased by 0.043 and 0.012, respectively. Based
on the thorough examination of the prediction outcomes for B7 and B18 batteries, the 1D
CNN-BLSTM model demonstrates superior prediction reliability and precision compared
to other prediction models.

It can be seen from Figure 8 that compared with the prediction result plot of the 1D
CNN model, the fit between the predicted capacity curve and the actual capacity curve
of the LSTM model and the BLSTM model is significantly improved compared with the
prediction result plot of the B7 battery, because the LSTM network has strong analytical
ability for data with time series characteristics. It can be observed from Figure 8 that
taking B7 battery for instance, the 1D CNN, LSTM and BLSTM algorithms have a good
prediction effect in the latter period of battery charging and discharging, and the capacity
prediction curves in the initial and intermediate phases are poorly fitted to the actual
capacity curves. The LSTM and BLSTM models exhibit a point of first coincidence be-
tween the predicted capacity curves and actual capacity curves after approximately 80 and
100 cycles, respectively; while the amount of cycles in which the 1D CNN model curve’s
first coincide point is approximately 110, the first coincidence point among the capacity
prediction curve and real capacity curve of 1D CNN model is obviously later than that of
LSTM and BLSTM model. It was again verified that the LSTM model has strong analytical
ability for data with time series characteristics. The fitting degree among the predicted
curves and the actual curves of the LSTM and BLSTM models is improved compared with
the 1D CNN model. In addition, 1D CNN-LSTM integrates LSTM on the basis of 1D CNN,
and it can be seen from (b) and (e) in Figures 8 and 9 that the fit between the predicted
capacity curve and the actual capacity curve of the 1D CNN-LSTM model is significantly
better than that of the 1D CNN model.
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Both the 1D CNN-LSTM and 1D CNN-BLSTM models are able to track the capacity
degradation state of lithium-ion batteries. However, the 1D CNN-LSTM fusion model only
has a single-layer LSTM layer. Compared to the double-layer LSTM layer, this fusion model
has poor ability to capture the deep dependency relationship between lithium-ion battery
capacity and charge discharge cycle cycles, and cannot ensure the best accuracy in tracking
the degradation process, resulting in poor generalization ability. With the addition of the
upper LSTM layer, the 1D CNN-BLSTM model can predict the RUL of lithium-ion batteries
with an optimal model structure, and its prediction curves can better match the actual
capacity curves. Using the B7 battery as an illustration, the amount of cycles whereby the
predicted and actual capacity curves of the 1D CNN-LSTM model and 1D CNN-BLSTM
model first coincide are approximately 70 and 30, respectively. Therefore, the 1D CNN-
BLSTM model outperforms the 1D CNN-LSTM model in terms of prediction precision.
Observing the five algorithm prediction curves of the B18 battery, it is characterized by large
fluctuations and oscillations during the capacity drop, making it challenging to predict us-
ing these datasets. However, the 1D CNN-BLSTM generated excellent outcomes contrasted
with other models. All graphs illustrate that the prediction curves of the fusion methods
are most closely related to the real capacity degradation curves compared to the individual
algorithms. The 1D CNN-BLSTM model outperforms the CNN, LSTM, BLSTM and 1D
CNN-LSTM models in predicting the battery capacity decay trend; this demonstrates that
the 1D CNN-BLSTM model is more accurate and reliable at RUL prediction.

4.4.2. Prediction Results Based on the CALCE Dataset

The encouraging outcomes found in the NASA dataset were validate using the CALCE
dataset. The 1D CNN-BLSTM fusion algorithm was used for the RUL prediction of CX2-
33 and CX2-34. Because the two battery samples were split into an 8:2 ratio during the
experimental data collection, the remaining 20% of the capacity data was chosen as the
test sample. Therefore, the remaining 20% of the starting capacity data is chosen as the
predicted result of the rated capacity estimate. A comparison of the prediction model
structures is seen in Table 7, and the prediction findings are provided in Tables 8 and 9, as
well as in Figures 10 and 11.

Table 7. The parameters of the structure of a lithium-ion battery prediction model from the
CALCE dataset.

Method The Number of
Hidden Layers

Batch
Size

Kernel
Size

Activation
Function Dropout Optimization

Function
Learning

Rate Epochs

BP BPL = 1&
DenseL = 2

16 - ReLu 0.3 Adam 0.0001 150

1D CNN
CNNL = 1&
MaxL = 1&
DenseL = 2

16 3 ReLu 0.3 Adam 0.0001 150

LSTM LSTML = 1&
DenseL = 2

16 - ReLu 0.3 Adam 0.0001 150

BLSTM LSTML = 2&
DenseL = 2

16 - ReLu 0.3 Adam 0.0001 150

1D
CNN-LSTM

CNNL = 1&
MaxL = 1&
LSTML = 1&
DenseL = 2

16 3 ReLu 0.3 Adam 0.0001 150

1D
CNN-BLSTM

CNNL = 1&
MaxL = 1&
LSTML = 2&
DenseL = 2

16 3 ReLu 0.3 Adam 0.0001 150
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Table 8. RUL prediction errors for the CX2-33 battery based on different models.

Battery Model MAE RMSE MAPE R2

CX2-33

BP 0.048 0.057 6.749 0.685
1D CNN 0.030 0.039 4.564 0.855

LSTM 0.044 0.055 6.599 0.712
BLSTM 0.051 0.070 7.681 0.540

1D CNN-LSTM 0.028 0.033 4.043 0.895
1DCNN-BLSTM 0.023 0.029 3.189 0.922

Table 9. RUL prediction errors for the CX2-34 battery based on different models.

Battery Model MAE RMSE MAPE R2

CX2-34

BP 0.057 0.071 7.836 0.531
1D CNN 0.026 0.029 3.733 0.751

LSTM 0.022 0.026 3.268 0.798
BLSTM 0.041 0.046 6.081 0.345

1D CNN-LSTM 0.027 0.032 4.047 0.687
1DCNN-BLSTM 0.014 0.019 2.105 0.890

Figures 10 and 11 illustrate the exact results of the prediction for CALCE batteries,
which have seen more capacity drop cycles than NASA batteries. Figures 10f and 11f
illustrates this, and the 1D CNN-BLSTM model actual capacity curve and predicted capacity
curve are quite similar. Therefore, the 1D CNN-BLSTM model achieves greater precision
in RUL prediction and exhibits similar performance across various lithium-ion batteries,
making it suitable for this task. Tables 8 and 9 show that the MAE, RMSE, and MAPE
values of the 1D CNN-BLSTM fusion algorithm are lower than that of the other four
algorithms and the R2 values are higher than that of the other four algorithms on both the
CX2-33 and CX2-34 batteries. Tables 8 and 9 summarize RUL prediction errors values of the
two cells in the CALCE datasets. The experiment clearly validates the favorable outcomes
of the proposed 1D CNN-BLSTM fusion method in achieving high prediction accuracy.
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5. Conclusions

Aiming at solving the problems of poor prediction precision and the reliability of
conventional prediction approaches for lithium-ion battery RUL, in this paper, a 1D CNN-
BLSTM neural network-based approach for predicting lithium-ion battery RUL is suggested,
which innovatively integrates the 1D CNN convolution neural network with the BLSTM
network, and uses the 1D CNN feature extraction function and BLSTM to learn the coupling
relationship of adjacent time series on the time axis to predict the trend of lithium-ion
battery capacity decay. Capacity was selected as the health factor. Based on two datasets
received from NASA and CALCE with various batteries, the suggested algorithm was
experimentally confirmed. The experimental results show that the RMSE values are stable
between 0.018 and 0.025 and 0.019 and 0.029 in the NASA and CALCE datasets, respectively,
and the 1D CNN-BLSTM fusion model improves the prediction accuracy of the proposed
method compared to the BP, 1D CNN, LSTM, BLSTM, and 1D CNN-LSTM models.

In the following work, we plan to improve the proposed RUL prediction method for
lithium-ion batteries to improve the prediction accuracy while saving model training time.
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Abbreviations

RUL remaining useful life
1D CNN one-dimensional convolutional neural network
EM electrochemical models
SEI solid electrolyte interface
RVM related vector machines
GPR gaussian process regression
SVR support vector regression
L-PEM linear prediction error method
LSTM long short-term memory
GA-SVR genetic algorithm-optimized support vector regression
SOH state of health
RMSE root mean square error
MAPE mean absolute percentage error
BMS battery management systems
BLSTM bilayer long short-term memory
ECM equivalent circuit models
ANNs artificial neural networks
SVM support vector machines
GP gaussian process
AdNN adaptive neural network
RNN recurrent neural network
AUKF daptive unscented Kalman filter
EMD empirical mode decomposition
BPNN back-propagation neural network
MAE mean absolute error
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