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Abstract: An Ethernet passive optical network (EPON) is an optical access network that allows a
higher data rate with low power consumption. To improve energy savings for an EPON, the sleep and
doze modes for the optical network units (ONUs) play a pivotal role. Many prediction schemes have
been proposed to control these modes. To increase the prediction accuracy, this study proposes an
energy-efficient approach that uses a support vector regression (SVR) model. A dynamic bandwidth
allocation (DBA) scheme called SVR-DBA is designed to allocate bandwidth to ONUs more efficiently
and fairly. To determine the effectiveness of the proposed scheme, simulations are performed. The
simulation results show that the proposed scheme decreases energy consumption for ONUs by up to
47% and fulfills the quality-of-service (QoS) requirements in terms of delay, jitter, and packet loss.

Keywords: EPON; energy saving; doze mode; SVR-DBA; QoS

1. Introduction

Today more than 53.6% of people worldwide have internet access, which causes in-
creasing energy consumption in the access networks. It is predicted that the communication
networks consume about 20% of worldwide energy usage [1,2]. Green communications
over the past decade have been one of the important topics in academic research and the
industry field. Many types of research have been conducted to design and operate access
networks in an efficient way to reduce energy consumption worldwide.

In terms of fixed broadband optical access networks, Ethernet passive optical net-
works (EPONs) are used extensively as deployment cost and power consumption is
minimized [3,4]. An EPON system has two major hardware components: an optical line
terminal (OLT) at the central office (CO) and several optical network units (ONUs) near the
end-user locations that are connected to the OLT via optical fiber links in a tree structure.
An EPON uses a point-to-multipoint topology for the downstream direction when the
data is broadcast from the OLT to the ONUs and a multipoint-to-point topology for the
upstream direction when the data is transmitted from the ONUs to the OLT.

The network medium (feeder fiber) is shared in the upstream direction so the OLT
uses a dynamic bandwidth allocation (DBA) algorithm to calculate the time-slot allocation
for transmission for each ONU [5,6] to prevent collisions. Many DBA schemes have been
developed to decrease energy consumption for the EPON [7].

Photonics 2022, 9, 180. https://doi.org/10.3390/photonics9030180 https://www.mdpi.com/journal/photonics

https://doi.org/10.3390/photonics9030180
https://doi.org/10.3390/photonics9030180
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/photonics
https://www.mdpi.com
https://orcid.org/0000-0003-0046-9645
https://orcid.org/0000-0002-8746-5294
https://orcid.org/0000-0002-7167-573X
https://orcid.org/0000-0001-6952-9111
https://doi.org/10.3390/photonics9030180
https://www.mdpi.com/journal/photonics
https://www.mdpi.com/article/10.3390/photonics9030180?type=check_update&version=2


Photonics 2022, 9, 180 2 of 12

The ONU plays a pivotal role for energy saving as it consumes 60% of the energy
in a passive optical network (PON) [8]. Since an ONU transceiver can be idle most of
the time, turning off the transceiver for the ONU during the idle time reduces energy
consumption. Previous software-based energy saving approaches for ONUs involved
ONU power shedding, ONU dozing, and ONU sleeping [3]. Power shedding gives the
best possible system performance, yet also gives the minimum energy savings. Dozing
involves turning off the transmitter for the ONU for a period of time and the receiver
is fully functional. Sleeping involves turning off the transmitter and the receiver for an
interval. Sleeping gives the maximum energy savings, however the system performance is
poor as a longer recovery time is required [9].

The duration of sleep/doze for the ONU significantly affects energy consumption and
system performance. A longer sleep/doze period gives greater energy savings, however, it
also results in decreased system performance. A short period gives good quality-of-service
(QoS) metrics, however, it also results in decreased energy savings. Several schemes have been
proposed for ONU sleep/doze time allocation [10–16]. However, most of these studies deter-
mine the duration of the sleep/doze by analyzing the current status in the buffers of ONUs
and do not consider upcoming traffic from users. Moreover, they use a greedy approach to
achieve energy savings by allowing ONUs to enter the sleep/doze mode for a long period.
This greedy approach results in an overly long delay and violates the delay restrictions
for the different QoS requirements in the optical access networks [14]. Some methods use
optimization schemes [16,17] or prediction schemes [11,12,15,16] to decrease energy con-
sumption, however, optimization schemes do not consider the different QoS requirements
for network traffic and prediction schemes use overly simple prediction methods.

This study proposes a dynamic bandwidth allocation scheme called SVR-DBA that
uses the support vector regression (SVR) model [18,19]. The SVR-DBA scheme extends
the period of decreased energy consumption using the SVR model and satisfies the QoS
requirements to estimate the arrival time for upcoming high priority traffic. To achieve
energy savings, ONUs transit between the active state and the doze state and remain longer
in the doze state if the QoS is acceptable. To determine the effectiveness of the SVR-DBA,
simulations are used in the experiments. Compared with the IPACT (Interleaved Polling
with Adaptive Cycle Time) scheme [5], the Green DBA (GDBA) scheme [13], and the LR-
DBA (Logistic Regression DBA) [15], SVR-DBA gives energy savings for ONUs by up to
47% and fulfills QoS requirements in terms of delay, jitter, and packet loss.

The main contributions of this study are as follows. An SVR-based dynamic bandwidth
allocation scheme, SVR-DBA, is used to predict the upstream behavior of ONUs. The SVR-
DBA controls the bandwidth allocation for ONUs to achieve energy savings by determining
the duration of a doze. Secondly, various traffic configurations are simulated and the results
show that the SVR-DBA fulfills the QoS requirements for Expedited Forwarding (EF) traffic
and Assured Forwarding (AF) traffic. The throughput for the upstream network of the
SVR-DBA is maintained for different QoS requirements.

The remainder of this paper is organized as follows. Section 2 gives an overview
of related work. Section 3 describes the proposed mechanism, the new ONU and OLT
architectures, and the working principle of the SVR model. Section 4 details the performance
of the proposed scheme and Section 5 gives conclusions.

2. Related Work

Many schemes have been proposed for ONU sleep/doze time allocation [10–17]. Liu
et al. devised a control scheme that allows the ONU to enter the doze mode if there is
no upstream traffic and returns to the active mode if high priority upstream traffic arrives.
They also used a downstream-centric algorithm to allow the ONU to send upstream traffic
when the OLT forwards the downstream traffic [10]. Nikoukar et al. proposed a two-stage
mechanism to increase energy saving efficiency by increasing the doze duration according
to the state of the ONU queue and the incoming traffic ratio [11]. This scheme ensures that
QoS metrics are satisfied at high traffic loads. Most of the aforementioned schemes achieve



Photonics 2022, 9, 180 3 of 12

maximum energy savings by greedily allowing ONUs to enter the sleep/doze mode for a
long period. However, they are of a greedy approach that results in an overly long delay and
violates the delay restrictions for different QoS requirements for optical access networks [14].

Liu et al. proposed a dynamic channel assignment scheme to achieve energy savings
by dynamically allocating channels to ONUs. The Hungarian method is used to determine
the minimum total cost assignment [16]. In [17], Butt et al. proposed an energy-efficient
framework called ECS (Efficient Cyclic Sleep) that optimizes the cyclic sleep mode (CSM)
using a sleep buffer. These optimization schemes achieve energy savings, however, they do
not consider the different QoS requirements for different network traffic.

Some methods predict the next transmission cycle [11,12,15,16]. An ONU-initiated
mechanism in SIEPON (Service Interoperability in Ethernet Passive Optical Networks) was
proposed to achieve energy savings [12,13] and this scheme also considers the QoS require-
ments using the sleep duration, the maximum sleep duration boundary, and the estimated
upcoming traffic. However, this scheme lacks traffic pattern predictions for more energy
savings. Lotfolahi et al. devised a machine learning-based mechanism to increase energy sav-
ings for ONUs using a logistic regression model. This scheme decreases power consumption
in ONUs by 45% and fulfills QoS requirements [15]. However, the logistic regression model
has a potential overfitting problem. The prediction model can be further enhanced.

Other methods are proposed to achieve energy savings for an OLT/ONU with dif-
ferent operation modes or architectures. A watchful sleep mode for the ONU receiver
that combines cyclic doze and sleep techniques has been proposed [20,21]. A software-
defined networking (SDN) architecture has been integrated into the OLT/ONU to control
activation [22,23]. Using appropriate system parameter settings that are determined by
the SDN controllers, the SDN-based approach dynamically decides the number of active
OLTs and the sleeping configurations for ONUs to achieve energy savings. Lattice theory
has been used to model the OLT/ONU network architecture [24,25]. For a lattice structure,
fixed-point theory is used to determine sleep/doze durations. To deal with heterogeneous
ONU propagation delays, moreover, Lv et al. [2] proposed a postponing scheme that dy-
namically adjusts the ONU doze/sleep duration, however, this study does not automate
the polling cycle time calculation. Since these approaches deal with the energy saving issue
from different aspects, future research can be conducted to employ prediction models in
these approaches for performance improvements.

3. System Model
3.1. Proposed ONU and OLT Architecture

The proposed ONU and OLT hardware architecture with energy saving functionality
are shown in Figure 1. The blocks that are modified to employ the proposed SVR-DBA
scheme are highlighted in green color. The ONU architecture is shown with a queue
manager and the doze controller in Figure 1a. The dotted line represents the control path
from the doze controller to the transmitter. The queue manager groups, and queues, similar
incoming network packets from the user network interface (UNI) into three queues to
guarantee QoS for three types of network traffic, including EF, AF, and Best Effort (BE)
traffic. Among them, the EF traffic is given highest priority, and the BE traffic is given
lowest priority. The doze controller manages and controls the doze function.
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The OLT architecture includes an enhanced SVR-DBA module and a doze manager in
Figure 1b. The SVR-DBA module assigns bandwidth to the ONUs depending on whether
they are active or dozing and the available bandwidth. The doze manager uses historical
data to determine whether an ONU can doze and determines the doze duration using the
SVR scheme.

3.2. Determining the Duration of the Doze

The doze duration affects energy consumption and is calculated by the doze manager.
The maximum doze duration Tdoze_max is defined as the maximum period for which an
ONU dozes. According to [14], the maximum allowed delays for EF and AF traffic are 5 ms
and the maximum allowed delay for BF traffic is 20 ms to guarantee the QoS requirements.
The following equation is used to calculate Tdoze_max:

Tdoze_max =

{
5, if EFqueue_state > 0 or AFqueue_state > 0

20, otherwise
(1)

The doze manager uses historical data, such as the high-priority traffic that is reported
from the ONUs by REPORT messages, to estimate the ONU queue size for high-priority
traffic and to determine the doze duration. The doze manager ensures that the ONU queues
do not exceed preset thresholds (EFmax and AFmax) in the doze mode. The ONU’s doze
controller monitors the queue sizes during the doze mode. If traffic suddenly increases, it
sends an interrupt signal to the OLT to grant bandwidth for the next cycle. The thresholds
EFmax and AFmax guarantee that QoS requirements are fulfilled and are determined using
simulation parameters, such as the packet generation model, the transmission cycle times
and the number of ONUs.

The operation mode determines the required EF queue length EFqueue_stat for each
cycle as follows:

EFqueue_stat =

{
EFqueue_stat + EFestimated_report, Doze mode

EFreport, Active mode
, (2)

where EFreport is the reported EF queue status if the ONU is in the active mode and
EFestimated_report is the estimated EF queue status if the ONU is in the doze mode.
EFestimated_report is calculated as follows:

EFestimated_report =

{
∑10

i=1 EFi/10, DEF = 1

0, DEF = 0
, (3)

where EFi is the i-th previous REPORT message, for which EFreport > 0 and DEF is the
binary value that predicts whether the ONU will receive EF traffic (DEF = 1) or not
(DEF = 0) in the doze mode.

The required queue length AFqueue_stat for AF in each cycle is calculated as:

AFqueue_stat =

{
AFqueue_stat + AFestimated_report, Doze mode

AFreport, Active mode
, (4)

where AFreport is the reported AF queue status if the ONU is in the active mode and
AFestimated_report is the estimated AF queue status if the ONU is in the doze mode.
AFestimated_report is calculated as:

AFestimated_report =


10

∑
i=1

AFi/10, DAF = 1

0, DAF = 0

(5)
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where AFi is the i-th previous REPORT message, for which AFreport > 0 and DAF is the
binary value that predicts whether the ONU will receive AF traffic (DAF = 1) or not
(DAF = 0) in the doze mode.

The ONU doze duration Tdoze is calculated as shown in Figure 2. If Tdoze is 0 ms, the
ONU enters the active mode in the next cycle or the required EF or AF queue length exceeds
the QoS constraints; otherwise, Tdoze is 5 ms or 20 ms, according to the traffic status.
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Figure 2. Calculation for the doze duration Tdoze.

3.3. Estimating EF and AF Traffic with SVR

The doze duration depends on the estimation of EF and AF traffic. Figure 3 shows
the method of calculation for DEF and DAF. The doze manager determines when the ONU
sends a REPORT message that contains high-priority traffic status. Using these predictions,
it determines DEF and DAF by comparing the estimated time and the next cycle time.
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The doze manager uses an SVR model to determine the time at which a REPORT mes-
sage is sent. The SVR model is trained to capture the temporal characteristics of network
traffic. When the traffic pattern is significantly changed, the SVR model is retrained to cap-
ture the new temporal characteristics. Historical traffic information is used as the training
data. For a training data set {(x1, y1), (x2, y2), . . . , (xi, yi), . . . , (xn, yn)}, where xi is a vector
of l input variables for the historical traffic information and yi is the corresponding output
value that indicates the presence of high-priority traffic, the ε-SVR model determines the
function f (x) (the predictor model) that has the closest values, with a maximum deviation ε,
to the target y values for all training cases, such that f (x) is as smooth as possible. For a
linear SVR, f (x) is expressed as:

f (xi) = wT ·xi + b, (6)
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where w is the weight vector with dimensionality l that represents the prediction model
and b represents the bias. To ensure that Equation (6) is flat, the ε-SVR model reduces model
complexity by minimizing the norm ||w|| for the weight vector w with a deviation of
tolerance ε.

For this study, the input variables are the arrival times for the last 10 REPORT messages
containing high priority traffic information. However, it may not be possible to determine
a function that fits all of the training data with the ε-SVR model. Therefore, a soft-margin
uses two slack variables ξi and ξ∗i to determine the deviation in the training data outside the
ε-insensitive area [26–28]. These variables are used to determine the number of many data
points that are outside the SVR zone. Therefore, the optimization problem is expressed as:

Minimize
1
2
||w||2 + C ∑n

i=1(ξi + ξ∗i )

Subject to 
yi −wT ·xi − b ≤ ε + ξi
wT ·xi + b− yi ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0 ,
(7)

where the constant C > 0 is used to determine the trade-off between the function flatness
and the fitting error. For this study, the kernel function for the SVR model is the radial basis
function as it is the most commonly used [27–29].

3.4. SVR-Based Dynamic Bandwidth Allocation

When the SVR-DBA module receives the REPORT messages from all active ONUs, it
calculates the bandwidth and assigns bandwidth to these ONUs. The bandwidth alloca-
tion flowchart for the SVR-DBA is shown in Figure 4. If the ONUs are in the doze mode
(Tdoze > 0), no bandwidth is allocated to them. To allocate bandwidth to active ONUs, the
SVR-DBA calculates the initially available bandwidth (Bavailable) and the maximum trans-
mission time (Wmax) according to the number of active ONUs. The SVR-DBA then allocates
bandwidth to each ONU based on the bandwidth request and the available bandwidth.
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This study does not consider the optimization problem for the configuration param-
eters that are used for the SVR-DBA. The parameter optimization problem is a subject
for future research. In practice, optimization schemes [30,31] can be used to optimize the
values of these parameters.

3.5. OLT and ONU Operations

When the OLT receives the REPORT messages from the ONUs, it calculates Tdoze
according to the reported queue status and the QoS requirements. If an ONU receives
a GATE message, for which the bandwidth assignment is zero, it enters the doze mode;
otherwise, it enters the active mode. This mechanism allows a simple ONU architecture
as the ONU does not need to monitor the doze duration. The original MPCP can be used
without modification as the doze controller depends only on the granted bandwidth. The
ONU receiver still receives GATE messages from the OLT during the doze mode.

4. Experiments

To determine the energy saving efficiency in terms of QoS metrics, such as delay, jitter,
packet loss, and energy consumption, the proposed system model is implemented with an
OPNET (Optimized Network Engineering Tools) simulator [32,33]. For the simulations, the
system uses one OLT and 32 ONUs. The capacity of the upstream/downstream channel is
1 Gb/s. The distance between the OLT and the ONUs has a uniform distribution between
10 and 20 km. The buffer size for each ONU is limited to 5 Mb. The wakeup overhead
time for each ONU is 0.125 ms. The respective power consumption for the ONU in active
mode and the ONU in doze mode is 3.85 W and 1.7 W. The guard time is 5 µs. The DBA
computation time is 10 µs.

The generators for AF and BE traffic produce high burst traffic with a burst parameter
of 0.8 and the packet size has a uniform distribution between 64 and 1518 bytes. The
generator for EF traffic has a Poisson distribution and a packet size that is fixed at 70 bytes.
Two QoS parameters are used for the maximum transmission cycle time: 1 ms and 1.5 ms.
Table 1 summarizes the simulation parameters.

Table 1. Simulation parameters.

Parameter Value

Number of ONUs 32
Up/Down link capacity 1 Gbps

OLT-ONU distance 10–20 km
ONU wakeup overhead time 0.125 ms

ONU active mode power consumption 3.85 W
ONU Doze mode power consumption 1.7 W

ONU buffer size 5 Mb
Maximum transmission cycle time 1 ms, 1.5 ms

Guard time 5 µs
DBA computation time 10 µs

The simulations involve three different traffic scenarios, which are denoted as 154,
253, and 244, to evaluate the system performance. The notations represent the percentages
of network traffic for EF service, AF service, and BE service. Take scenario 154 as an
example: 10% of the network bandwidth is occupied by EF packets, 50% by AF packets and
40% by BE packets. The experiments use the IPACT scheme [5], the Green DBA (GDBA)
scheme [13], and the LR-DBA scheme [15] to compare performance.

4.1. Mean Packet Delay

The packet delay in the upstream direction includes the polling delay, the queueing
delay, and the grant delay [14]. Figure 5 compares the results for the mean packet delay
for different traffic loads for two different maximum cycle times of 1.0 ms and 1.5 ms. The
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results show that if the traffic load is light, the GDBA and SVR-DBA have a longer mean
packet delay than the IPACT as the ONUs are often idle and frequently enter the doze
mode. The incoming packets from users are buffered in the ONU until the ONU transmitter
transits to the active mode. The mean packet delay is decreased in the GDBA and SVR-DBA
if the traffic load becomes heavier as the ONUs must transmit many packets so they rarely
enter the doze mode. If the traffic load is greater than 80% for a maximum cycle time of
1.0 ms, no ONUs enter the doze mode for any of the schemes. This is also true for a 1.5 ms
cycle time if the traffic load is greater than 90%.
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Figure 5. Packet delay for different scenarios. (a) EF packet delay for 1.0 ms cycle time; (b) EF packet
delay for 1.5 ms cycle time; (c) AF packet delay for 1.0 ms cycle time; (d) AF packet delay for 1.5 ms
cycle time.

4.2. Jitter

Jitter is one of the most important factors for delivering high quality voice trans-
mission [34]. Jitter is defined as σ2 = ∑N

i=1
(
Ei − E

)2/N, where N is the total number of
received EF packets, Ei is the delay time for the i-th EF packet, and E is the average EF
packet delay. Figure 6 shows the EF jitter for different traffic loads for two maximum cycle
times. If the traffic load is not heavy, the GDBA and SVR-DBA have a higher jitter value
than the IPACT. However, the jitter in the SVR-DBA is more stable and less than the jitter
for the GDBA. The jitter for the GDBA and SVR-DBA decreases as the traffic load increases.
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Figure 6. EF jitter for different scenarios. (a) EF jitter for 1.0 ms cycle time; (b) EF jitter for 1.5 ms
cycle time.

4.3. Packet Loss

Packet loss depends on two important factors: the cycle time and the ONU buffer size.
A longer cycle time and a larger ONU buffer size decreases packet loss, however, the delay
is also increased. For EF and AF traffic, the SVR-DBA and GDBA feature no packet loss for
all scenarios as a result of the high priority that is assigned to EF and AF traffic. However,
packet loss occurs for BE traffic for the SVR-DBA, GDBA and IPACT as priority is lower.
Figure 7 shows the simulation results of the SVR-DBA, GDBA, and IPACT for different
traffic loads and maximum cycle times. The SVR-DBA has slightly greater packet loss for
all scenarios, however, the packet loss rate is close to the packet loss rates for the other
two schemes.
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Figure 7. BE packet loss for different scenarios: (a) BE packet loss for 1.0 ms cycle time; (b) BE packet
loss for 1.5 ms cycle time.

4.4. Energy Savings

Figure 8 shows the energy savings for different traffic loads. The SVR-DBA, LR-DBA,
and GDBA schemes consume less power than the IPACT for a traffic load of less than
80% and a cycle time of 1.0 ms. The SVR-DBA outperforms the GDBA if the traffic load is
between 20% and 80% and it outperforms the LR-DBA for almost all cases. It also consumes
47% less power than the IPACT.
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For a cycle time of 1.5 ms, the SVR-DBA also outperforms the GDBA if the traffic load
is between 20% and 90% and it outperforms the LR-DBA in all the cases. It consumes 49%
less power consumption than the IPACT. The GDBA performs best for a traffic load of
less than 20% although the experimental results show that the GDBA has a higher priority
packet delay and more jitter than the SVR-DBA. For moderate traffic loads, the experimental
results show that the SVR-DBA achieves the best energy savings with a slightly higher
packet loss.

The SVR-DBA achieves energy savings as the SVR model accurately predicts the doze
mode decisions of DEF and DAF. Therefore, the SVR-DBA outperforms the LR-DBA in
nearly all cases as the SVR model more accurately predicts the doze mode than the logistic
regression model in the LR-DBA. For a traffic load between 20% and 80%, SVR-DBA also
outperforms the GDBA as the SVR model is effectively trained. However, for a traffic load
of less than 20%, the effectiveness of the SVR model is compromised as there is a wide
variation in the arrival times of the historical REPORT messages. The LR-DBA is also less
efficient for the same reason. The GDBA achieves the best energy savings in this situation
as its averaging scheme for bandwidth allocation has smoother variations.

5. Conclusions

Energy saving is an important issue for EPONs. This study presents an energy saving
doze mechanism for an EPON that uses an SVR model to more accurately predict the pres-
ence of high priority traffic and to determine the doze duration. The doze manager trains
an SVR model using the historical REPORT messages to determine the doze durations to
fulfil the QoS requirements and uses the SVR-DBA to allocate bandwidth to an active ONU.
The simulation results show that the proposed mechanism decreases power consumption
significantly while fulfilling the QoS requirements in terms of delay, jitter and packet loss.
Future study will implement the SVR model in the downstream direction to achieve greater
energy savings for the EPON. The proposed scheme requires optimization of the parame-
ters so meta-heuristic optimization schemes will be considered, such as Swarm intelligence
algorithms [35] and the Arithmetic Optimization Algorithm [36]. The current system model
focuses on three general types of network traffic: EF, AF, and BE. Future study will include
various network characteristics for different types of network traffic to determine whether
greater energy savings can be achieved. As the EPON technology is developed at high
network speeds, the optimization of the predictive models will be further investigated.
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