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#### Abstract

Accurate passive 3D face reconstruction is of great importance with various potential applications. Three-dimensional polarization face reconstruction is a promising approach, but one bothered by serious deformations caused by an ambiguous surface normal. In this study, we propose a learning-based method for passive 3D polarization face reconstruction. It first calculates the surface normal of each microfacet at a pixel level based on the polarization of diffusely reflected light on the face, where no auxiliary equipment, including artificial illumination, is required. Then, the CNNbased 3DMM (convolutional neural network; 3D morphable model) generates a rough depth map of the face with the directly captured polarization image. The map works as an extra constraint to correct the ambiguous surface normal obtained from polarization. An accurate surface normal finally allows for an accurate 3D face reconstruction. Experiments in both indoor and outdoor conditions demonstrate that accurate 3D faces can be well-reconstructed. Moreover, with no auxiliary equipment required, the method ensures a total passive 3D face reconstruction.
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## 1. Introduction

With the rapid development of visual technology, 3D face reconstruction has extended many applications, including security authentication [1], face media manipulation [2,3] and face animation [4,5]. Generally speaking, 3D face reconstruction can be categorized into three groups: software-based, hardware-based and image-based [6]. Software-based methods usually employ 3D processing software to establish a face model. Examples include 3DS MAX, Maya, Unity 3D, etc. Hardware-based methods usually adopt a specialized projector or laser to obtain the face shape in a noncontact way. For example, LiDAR (light detection and ranging) derives 3D shapes by detecting the time difference of reflected lasers. It has the advantages of high precision and a long detection distance, but costs a lot and has a hidden danger to the eyes. Three-dimensional imaging with structured light can also enable high-precision shape recovery. However, multicolored object reconstruction is a big challenge due to dependence on striped light. Image-based methods use one or more pictures to build a 3D face shape based on computer vision models. Examples include methods based on Lambert, Phong, Cook-Torrance, etc. [7]. Image-based methods using only one or more pictures have the advantages of a low cost and simple operation, but also cannot guarantee high accuracy due to limited input data. Compared to active 3D reconstruction methods, passive shape recovery has more potential applications. For example, binocular stereo vision mimics how our eyes perceive 3D information using two cameras. However, the reconstruction accuracy highly depends on the base line, leading to an accuracy decline along with increasing detection distance.

Polarization provides another possibility for high-precision passive 3D face reconstruction. In 1979, K. Koshikawa initiated a 3D shape recovery utilizing polarization. The quantitative characterization relationship between the polarization characteristic of reflected light and the zenith of an object's surface normal was established via the illumination of active lighting sources [8]. Since then, 3D polarization imaging has been widely studied. In 1988, L. B. Wolff established a model that used the reflected light of an object's surface to calculate 3D information for the first time [9]. This provided an essential theoretical foundation for 3D polarization imaging technology. In 1999, O. Drbohlav et al. used the polarization characteristic of diffuse reflected light to reconstruct objects' 3D shapes, together with the SFS (shape from shading) method [10]. In 2006, G. A. Atkinson et al. concluded that using the polarization characteristic of diffuse reflected light could solely determining the zenith [11]. Furthermore, K. P. Gurton accomplished 3D polarization facial reconstruction in the long-wave infrared band using the polarization characteristic of diffuse reflected light [12]. Subsequently, A. Kadambi et al. proved the feasibility of passive 3D polarization imaging technology based on experimental data. The 3D polarization imaging system of natural illumination was verified in accordance with the rough depth map obtained using ToF [13]. Y. Ba et al. utilized deep learning to directly estimate the surface normal and further recover 3D shapes [14]. P. Gotardo et al. employed a subset of cross-polarized and parallel-polarized cameras for the illumination in combination with photogrammetry systems. Very favorable results were obtained [15,16]. Although much progress has been accomplished in 3D polarization imaging, the imaging method resorting to auxiliary equipment failed to substantially achieve a major breakthrough on accurate passive 3D face reconstruction. Major limitations exist, especially for complex ambient light under natural illumination.

In this study, an accurate passive 3D polarization face reconstruction method is proposed, assisted with deep learning. By first capturing polarization images, the normal of each microfacet on a pixel level can then be solved based upon the polarization characteristic of diffusely reflected light from the target surface. Instead of directly reconstructing a 3D face, a CNN-based 3DMM (3D morphable model) is adopted here in response to the ambiguous normal. It provides conditional constraints to determine an accurate unique normal and avoid further distortions. Then, an accurate 3D face can be reconstructed. It attained a breakthrough in passively reconstructing 3D faces, even at a long detection distance under natural conditions. Detailed models are introduced in Section 2 and experiments and results are shown in Section 3.

## 2. Models

Figure 1 illustrates the overall schematic of the proposed passive 3D polarization face reconstruction method. By introducing a CNN-based 3DMM into the imaging process, the azimuth ambiguity, the major problem of 3D polarization imaging, can be amended without auxiliary equipment. We detail the models as follows:


Figure 1. Overall schematic of the 3D face reconstruction method.

### 2.1. Normal Estimation from Polarization

The normal vector $n$ of a microfacet on an object's surface is constrained by two parameters: the zenith $\theta$ and the azimuth $\varphi$ [17]. Fresnel's formula provides a relation between the normal vector and the polarization information of the reflected light as shown through Equation (1)

$$
\begin{equation*}
p=\frac{\left(n-\frac{1}{n}\right)^{2} \sin ^{2} \theta}{2+2 n^{2}-\left(n+\frac{1}{n}\right)^{2} \sin ^{2} \theta+4 \cos \theta \sqrt{n^{2}-\sin ^{2} \theta}} \tag{1}
\end{equation*}
$$

where $p$ is the degree of polarization $(\mathrm{DoP}), \theta$ is the zenith of the normal of a microfacet and $n$ is the refractive index of the target, typically, $n=1.5$ [18]. Then, the zenith $\theta$ can be uniquely determined using Equation (1) [19].

Polarization imaging detection usually requires four polarization subplots with a linear polarizer mounted in front the detector [20]. According to Malus' law, the detected intensity varies as expressed through Equation (2) [21]

$$
\begin{equation*}
I=\frac{I_{\max }+I_{\min }}{2}+\frac{I_{\max }-I_{\min }}{2} \cos \left(2 \theta_{p o l}-2 \phi\right) \tag{2}
\end{equation*}
$$

where $I_{\max }$ and $I_{\min }$ are the observed maximum and minimum pixel brightness during polarizer rotation and $\phi$ is the phase of the detected light. For the detected diffuse reflection of every microfacet, the azimuth of the surface normal satisfies $\varphi=\phi$ at $I_{\max }$. According to (2), when $\theta_{\text {pol }}=\phi, I=I_{\max }$. We could determine azimuth $\varphi$ when $I_{\max }$ was generated. However, as Figure 2a shows, $I_{\text {max }}$ would appear at $\phi$ or $\phi+\pi$, but only one of them would be correct, as Figure 2b illustrates. This is the problem of an ambiguous azimuth, which makes the surface normal uncertain and further deforms the reconstructed 3D face. Figure 3 illustrates the deformation caused by the uncertain normal in face reconstruction from polarization. In the following discussion, we attempted to fix this issue by introducing a CNN into the process and allowing for an accurate 3D face reconstruction.


Figure 2. (a) Sinusoidal nature of reflected partially polarized light through a linear polarizer as a function of polarizer orientation; (b) illustration of ambiguous normal.


Figure 3. Example of deformation caused by ambiguous azimuth, (a) Directly captured human face, (b) Depth map and (c) recovered 3D face deformation caused by ambiguous azimuth.

### 2.2. Normal Constraint from CNN-Based 3DMM

The major thought for correcting an ambiguous normal is to determine an extra constraint, and, here, we used a CNN-based 3DMM to calculate a rough depth map. The 3DMM is a typical method used to recover a 3D face, including the CNN-based 3DMM and optimization-based 3DMM. In comparison to the optimization-based 3DMM, a CNN-based method enables the avoidance of an ill-posed problem, and is more robust in reconstruction accuracy. It incorporates the feature information extraction of the input face using the convolutional nerve and matching the input facial feature information using the 3DMM method. Therefore, it meets the requirements better than the optimization-based 3DMM in the study. It can avoid potential errors caused by facial expressions and the lack of 3D facial sample data [2]. By introducing factors, including intensity, expression, texture details and illumination into the training network, the rough depth map could be obtained through only one single image.

A training process, as shown in Figure 4, was set up. A 2D image $I$ with no label was input. Then, facial feature points were located and key facial areas were segmented according to facial information in the image. With the feature points inputting into the CNN-based ResNet-50 network model, an initial set of parameters was generated and, further, an initial depth map was obtained. By adjusting the weight coefficients to a minimum loss, the final depth map expressed through Equation (3) was achieved [22]

$$
\begin{align*}
& \mathbf{S}=\mathbf{S}(\alpha, \beta)=\mathbf{S}^{a v g}+\mathbf{B}_{i d} \alpha+\mathbf{B}_{\exp } \beta  \tag{3}\\
& \mathbf{T}=\mathbf{T}(\delta)=\mathbf{T}^{a v g}+\mathbf{B}_{t} \delta
\end{align*}
$$

where $\mathbf{S}^{a v g}$ and $\mathbf{T}^{a v g}$ represent the average facial form and the average facial texture information, respectively; $\mathbf{B}_{i d}, \mathbf{B}_{\exp }$ and $\mathbf{B}_{t}$ are the principal component analysis (PCA) bases of identity, expression and texture, respectively; and $\alpha, \beta$ and $\delta\left(\alpha \in R^{80}, \beta \in R^{64}\right.$ and $\left.\delta \in R^{80}\right)$ are parameters for estimating the 3D target in-depth map [23]. Furthermore, the influences of illumination and facial expression on the result estimation should also be considered and expressed with illumination parameter $\gamma \in R^{9}$ and the facial expression parameter $\mathbf{p}$.


Figure 4. Flow chart of network training.
The unknown parameters could be expressed as a vector $\mathbf{x}=(\alpha, \beta, \delta, \gamma, p) \in \mathrm{R}^{239}$ [24]. With the given training image $I$, the parameter $\mathbf{x}$ was estimated without labels using ResNet-50 to obtain the initial 3D facial estimation $I^{\prime}$. Next, the mixed-level loss (including the pixel level and perception level) in the initial estimation result $I^{\prime}$ was evaluated and propagated reversely. Therefore, the iterative corrections of network model parameters could be realized. Furthermore, a multilayer cascaded loss function was constructed to
provide reference to the parameter correction against the application scenarios of the face target. This could be expressed as [2]:

$$
\begin{align*}
L(\mathbf{x}) & =\omega_{p t o} L_{p t o}(\mathbf{x})+\omega_{\text {fea }} L_{\text {fea }}(\mathbf{x})+\omega_{\text {per }} L_{p e r}(\mathbf{x})  \tag{4}\\
& +\omega_{\text {coef }} L_{\text {coef }}(\mathbf{x})+\omega_{\text {alb }} L_{\text {alb }}(\mathbf{x})
\end{align*}
$$

where $L_{p t o}(\mathbf{x}), L_{f e a}(\mathbf{x}), L_{p e r}(\mathbf{x}), L_{\text {coef }}(\mathbf{x})$ and $L_{\text {alb }}(\mathbf{x})$ indicate the photometric loss, the landmark loss, the perceptual-level loss, the regularization terms and flat constraint penalty function and $\omega$ is the corresponding coefficients determined during the training process.

Since changes in appearances, such as glasses, hair, beards or even heavy makeup, are challenging for facial target recognition, the skin color probability $P_{i}$ was introduced to each pixel in the image in the loss function [22]. Through this, it could prevent the increase in errors caused by the above interferences during the network training [2,3]. Moreover, facial feature classification could be avoided using facial segmentation, thanks to the Bayesian classifier obtained from training. Meanwhile, the reconstruction area concerning the network could focus on the face by overcoming interferences, such as the occlusion of glasses and hair. The photometric loss function of the facial target could be defined as $[25,26]$

$$
\begin{equation*}
L_{p t o}(\mathbf{x})=\frac{\sum_{i \in \mathcal{M}} A_{i} \cdot\left\|I_{i}-I_{i}^{\prime}(\mathbf{x})\right\|_{2}}{\sum_{i \in \mathcal{M}} A_{i}} \tag{5}
\end{equation*}
$$

where $i$ is the position index of the image pixel, $M$ is the reprojection area of the face target and the L2 norms were solved at the corresponding positions for the input image $I$ and the output image $I^{\prime}$. In addition, when $P_{i}>0.5, A_{i}=1$; otherwise, $A_{i}=P_{i}$ [27]. The loss of pixel intensity information could be estimated in the 2D image.

When processing the loss function of the target feature point, a 3D face alignment should have first been performed. Then, 68 facial feature points $\left\{\mathbf{q}_{n}\right\}$ in the facial training image were detected using the A. Bulat method [28]. Moreover, a 2D projection should have been performed on the output data to obtain 68 facial feature points $\left\{\mathbf{q}^{\prime}{ }_{n}\right\}$. This was because $\left\{\mathbf{q}_{n}\right\}$ were the 3D data. The loss function between the input and output information could be expressed as [29]:

$$
\begin{equation*}
L_{f e a}(\mathbf{x})=\frac{1}{N} \sum_{n=1}^{N} \omega_{n}\left\|\mathbf{q}_{n}-\mathbf{q}_{n}^{\prime}(\mathbf{x})\right\|^{2} \tag{6}
\end{equation*}
$$

where $\omega_{n}$ represents the weight of the target feature point. In general, the weight values of the mouth and nose feature points in the image were set to 20 as a matter of experience, and other feature areas were set to 1 [23]. The introduction of such a loss would raise the smoothness and continuity in various facial areas of the 3DMM.

The local minimum often appeared in the output results of the CNN. This was due to various external factors of changes and disturbances of facial targets, leading to the nonconvergence of the optimization functions [2,3]. In response to this problem, the loss of target perception was added to the model to enhance the network accuracy in facial reconstruction [30]. The cosine distance between the feature points for calculating the loss function shown in Equation (7) was constructed using the extracted depth features of the target image

$$
\begin{equation*}
L_{p e r}(\mathbf{x})=1-\frac{<f(I), f\left(I^{\prime}(\mathbf{x})\right)>}{\|f(I)\| \cdot\left\|f\left(I^{\prime}(\mathbf{x})\right)\right\|} \tag{7}
\end{equation*}
$$

where, $f(\cdot)$ stands for the depth feature coding and $\langle\cdot, \cdot\rangle$ represents the vector inner product. The overall profile was more consistent with the real situation of the target in terms of intuitive perception. This was achieved upon the introduction of target perception loss into the CNN model.

The target depth map estimated with the network consisted of various discrete points with depth information. Thus, a regularization constraint was added to parameters $\alpha, \beta$
and $\delta$ in Equation (4). This was to prevent the degradation of facial shapes and texture details during the estimation of the depth information of discrete points from the unlabeled dataset. The loss function could be expressed as:

$$
\begin{equation*}
L_{\text {coef }}(\mathbf{x})=\omega_{\alpha}\|\boldsymbol{\alpha}\|^{2}+\omega_{\beta}\|\boldsymbol{\beta}\|^{2}+\omega_{\gamma}\|\boldsymbol{\delta}\|^{2} \tag{8}
\end{equation*}
$$

The flat constraint penalty function is usually used to correct color distortions. In this study, real-color images captured by using the polarization image were used. Therefore, $L_{\text {alb }}$ in Equation (4) was ignored.

With the help of the four loss functions and the 3DMM method, given a single target image as the input, the rough depth map could be effectively obtained. Then, high-precision 3D target reconstruction could be implemented by correcting the surface normal calculated based on polarization.

The rough depth map could provide a constraint for the ambiguous normal solved using polarization. The constraint was provided by means of effectively showing the accurate gradient variation trend in microfacets on a target's surface. Thus, the polarization normal could be corrected using Equation (9):

$$
\begin{equation*}
\hat{\Lambda}=\underset{\Lambda}{\operatorname{argmin}}\left\|G^{\text {net }}-\Lambda\left(G^{\text {polar }}\right)\right\|_{2^{\prime}}^{2} \Lambda=\{0,1\} \tag{9}
\end{equation*}
$$

where $G^{\text {net }}$ is the normal data obtained from the CNN-based 3DMM $G^{\text {polar }}$ is the normal data from polarization, $\hat{\Lambda}$ is a set of binary operands and $\Lambda$ is a binary operator. $\hat{\Lambda}=1$ was assumed to indicate that the estimated azimuth from the polarization was accurate. Conversely, if $\hat{\Lambda}=0$, the estimated azimuth from the polarization should have been corrected by reversing $180^{\circ}$. The corrected azimuth could be expressed as

$$
\begin{equation*}
\varphi^{\mathrm{cor}}=\varphi^{\mathrm{polar}}+(1-\Lambda) \cdot \pi \tag{10}
\end{equation*}
$$

where $\varphi^{\text {polar }}$ is the azimuth directly recovered from polarization and $\varphi^{\text {cor }}$ stands for the final accurate azimuth, i.e., the normal of a target's microfacet could be solely solved.

### 2.3. Reconstructing 3D Profile

Theoretically, an accurate 3D face could be recovered based on a corrected $(\theta, \phi)$ using integration. However, in some conditions, there are discrete nonintegrable points that can fail the final reconstruction. Here, we reconstructed a 3D face with the help of the Frankot-Chellappa 3D surface restoration functions [31] in Equation (12)

$$
\begin{gather*}
p_{g}=\tan \theta \cos \varphi \\
q_{g}=\tan \theta \sin \varphi  \tag{11}\\
z=F^{-1}\left\{-j \frac{\frac{2 \pi u}{N} F\left\{p_{g}\right\}+\frac{2 \pi v}{M} F\left\{q_{g}\right\}}{\left(\frac{2 \pi u}{N}\right)^{2}+\left(\frac{2 \pi v}{M}\right)^{2}}\right\}=F^{-1}\left\{-\frac{j}{2 \pi} \frac{\frac{u}{N} F\left\{p_{g}\right\}+\frac{v}{M} F\left\{q_{g}\right\}}{\left(\frac{u}{N}\right)^{2}+\left(\frac{v}{M}\right)^{2}}\right\} \tag{12}
\end{gather*}
$$

where $F\{\cdot\}$ and $F^{-1}\{\cdot\}$ stand for the discrete Fourier transform and inverse transform, respectively, $u$ and $v$ are the frequency in the Fourier domain and $M$ and $N$ are the dimensions of the input images.

## 3. Experiments and Results Analysis

Relying solely on the CNN-based 3DMM also allowed for 3D face reconstruction. However, two major problems could be encountered, 2D photo misrecognition and inaccurate recovery for Asian people, since training data were based on occidental people. Figure 5 shows an illustration where four targets were used, including a photo of a Chinese man, a Chinese woman wearing no glasses, a Chinese man wearing near-infrared glasses and a plaster statue.


Figure 5. Reconstructed 3D faces using CNN-based 3DMM; (a) a photo of a Chinese man; (b) a Chinese woman wearing no glasses; (c) a Chinese man wearing near-infrared glasses; (d) a plaster statue; (a1-d1) reconstructed face depth profile of (a-d); (a2-d2) finally, reconstructed 3D face of (a-d).

The depth information recovered with the CNN-based 3DMM is shown in the second row in Figure 5, where interferences in the information, such as hair and glasses, were overcome. However, what should be noted is that the 3D information was also recovered from a male photo resulting from the training set input in the CNN-based 3DMM training process. In addition, in the final recovered results in the third row in Figure 5, a significant difference could be noticed between the recovered 3D face and the real face. This was affected by the training set of the CNN-based 3DMM, which was based on occidentals, causing the output result approaching the "average face" as much as possible.

Though the CNN-based 3DMM method was disadvantageous in the two referred aspects, it could assist 3D polarization imaging to recover accurate 3D faces as discussed before. The real surface normal could be directly obtained through 3D polarization imaging, but a constraint from the CNN-based 3DMM method would be required to handle the ambiguous azimuth. Through this, the 3D face could be reconstructed in an accurate manner.

In Figure 6, we illustrated in detail why the normal correction was required and how to correct it with the assistance of the CNN-based 3DMM. Figure 6a shows four intensity images at $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $135^{\circ}$, directly obtained with the detector. Figure $6 \mathrm{~b} 1, \mathrm{~b} 2$ are the azimuth $\varphi$ and the zenith $\theta$ from the polarization. Figure $6 \mathrm{c} 1, \mathrm{c} 2$ are $\varphi$ and $\theta$ from the CNN-based 3DMM. In general, the data from the CNN-based 3DMM presented relatively mild variations, indicating possible lost details. We chose two rows of pixels from each angle image in Figure 6b1,b2,c1,c2, and drew up the intensity distribution over the pixel position. Figure 6d1,d2 are azimuth data from the results of the polarization and CNNbased 3DMM, respectively. The curve in Figure 6d1 showed that both statistical curves had no regular changes at zero, which was consistent with the analysis on the azimuth uncertainty problem in 3D polarization imaging. However, the variations indicated that abundant facial details were detected. According to the graph in Figure 6d2, both the blue and red curves were at the pixel value of approximately 90 in the middle of the image, while the azimuth changed from a positive value to a negative value. The curve variation showed that a similar trend on both sides could be witnessed, which was consistent with the variation trend of the real target. The data variation in Figure 6d1,d2 indicate that it was feasible to employ the CNN-based 3DMM to the azimuth from polarization by providing an overall reference and retaining detail information at the same time.


Figure 6. Surface normal data of the Chinese woman wearing no glasses; (a) four polarization intensity images; (b1,b2) azimuth and zenith derived from polarization; (c1,c2) azimuth and zenith derived from CNN-based 3DMM; (d1,d2) azimuth from polarization and CNN-based 3DMM variation along the red and blue lines; ( $\mathbf{e} \mathbf{1}, \mathbf{e} \mathbf{2}$ ) zenith from polarization and CNN-based 3DMM variation along the red and blue lines.

Figure $6 \mathrm{e} 1, \mathrm{e} 2$ display the zenith data from the results of the polarization and CNN based 3DMM, respectively. According to (1), the zenith could be solely determined based on polarization. Data in Figure 6 e 1 from the polarization also present the general shape, and data in Figure 6 e 2 from the CNN -based 3DMM present relatively smooth variations. Moreover, in Figure 6b2,e1, high-frequency details of the face were remarkably perceived. To be specific, the zenith changed rapidly in the areas with abundant high-frequency detail information, such as the nose, eyes, mouth and hair; i.e., high-frequency detail information was obtained in a more abundant way using the polarization information.

Based on the normal data from the CNN-based 3DMM and polarization, the 3D face reconstruction was implemented according to Equation (12). The targets in Figure 3a-c were the directly reconstructed results from polarization, where 3D information could not be estimated and recovered. For instance, under the influence of the ambiguous azimuth, the relative height information that was higher than the nose area was presented in the facial edge, and the sunken part of the facial area did not correspond with the facial variation trend in reality. In Figure 7a,b, a relative complete 3D face profile consistent with face variations was obtained using the CNN-based 3DMM. Assisted with the data from the CNN-based 3DMM, the final corrected and reconstructed 3D face is shown in Figure 7d,e. The profile information was consistent with the variation trend of the real face. Specifically, the information that was not acquired with the detector at the lower part of the nose was also estimated. Thus, contributing to not only the effective solving of the reconstructed distortion caused due to the uncertainty of the azimuth, but also to the 3D face reconstruction.

Furthermore, relative height value statistics were performed on the face reconstruction results from the CNN-based 3DMM and corrected polarization in the horizontal and vertical directions, as shown in Figure 7c,f. The 3D face profile could be reconstructed using both ways. The variation trends in the horizontal and vertical directions were also consistent with those observed in the real situation. However, we should notice that the faces in the dataset of the CNN were mainly occidental, significantly different from the oriental, with broad foreheads and high noses. Therefore, it could be noticed from the results obtained with the CNN-based 3DMM estimation that remarkable variations could be found in terms of the nose and forehead, which were greatly different from those of the real targets. This issue could also be avoided with the polarization employed for reconstructing a realistic 3D face.

In order to verify the robustness of the proposed method in diversified application scenarios, a 3D face reconstruction was performed under indoor lighting of a male face, outdoor natural illumination of a male face and indoor lighting of a plaster statue, as shown in Figure 8. In all the experiments, no modulated illumination was required. For example, when imaging an outdoor human face, natural illumination is complex, with uncontrolled direction, intensity and polarization. The features visualized in the 3D renderings fit well with their original appearance, and some fine features could be easily identified. Using passive 3D face reconstruction allowed for the developed method to show promise for various potential applications.


Figure 7. Reconstruction of the Chinese woman wearing no glasses; (a) depth profile and (b) 3D face recovered from CNN-based 3DMM; (d) depth profile and (e) 3D face recovered from the proposed method; (c) face profile comparison in the horizontal and (f) vertical directions from Figure 3c and (b,e). Blue, red and black lines indicate profiles from Figure 3c, (b) and (e), respectively.


Figure 8. Three-dimensional face reconstruction using the developed method. (a) Indoor lighting of a male face, (b) outdoor natural illumination of a male face, (c) indoor lighting of a plaster statue, (a1-a3) Three different views of recovered 3D face of (a), (b1-b3) Three different views of recovered 3D face of (b), (c1-c3) Three different views of recovered 3D face of (c).

To quantify the reconstruction accuracy of the proposed method, we employed laser scanning technology to conduct the comparison. The 3D data of the human face and plaster statue obtained with an AltairScan Elite scanner, which can achieve an accuracy of 0.01 mm , were taken as the ground truth. The scenes and scanned results are shown in Figure 9a-c. The 3D reconstruction results obtained using the proposed method were matched with the scanned results, as shown in Figure 9d,e. The 3D polarization datapoint sets nearly all coincided with the 3D scanned results, showing a high precision in reconstruction. The RMS of Figure 9d,e was approximately 2.707 mm and 2.074 mm , respectively.


Figure 9. Three-dimensional reconstruction accuracy quantification of the proposed method using laser scanning. (a) Laser scanner and measuring illustration, (b,c) Recovered 3D face by laser scanner; (d,e) point cloud comparison between laser scanner and the developed method.

## 4. Conclusions

In this study, we showed that an accurate passive 3D face can be reconstructed from polarization assisted with the CNN-based 3DMM. We acquired a rough depth map from the CNN-based 3DMM method. In addition, it was used as an extra constraint to correct the ambiguous surface normal from polarization and to ensure an accurate 3D face reconstruction. Experiments and results showed that an accurate 3D face could be passively reconstructed with the proposed method. Moreover, the problem of the "average occidental face" generated with the CNN-based 3DMM was also avoided by taking the map as a constraint to the surface normal obtained with polarization. The passive 3D face reconstruction method could potential be used in various applications, including security authentication, face media manipulation, etc.
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