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Abstract: Glassless 3D displays using projectors and mobile phones based on integral imaging
technology have been developed. Three-dimensional image files are created from the 2D images
captured by a conventional camera. Large size 3D images using four HD and Ultra HD 4K projectors
are created with a viewing angle of 35 degrees and a large depth. Three-dimensional images are
demonstrated using optimized lenticular lenses and mobile smartphones, such as LG and Samsung
with resolution 2560 × 1440, and 4K Sony with resolution 3840 × 2160.

Keywords: 3D display; integral imaging; lenticular lenses; diffuser layer; multi-projector display;
mobile 3D display; 3D image file creation

1. Introduction

The real 3D display systems of various types, including integral imaging and holo-
graphic and multi-view methods are available at present [1–3]. In [4], a detailed overview
of some studies in the field of integral imaging, including sensing of 3D scenes, processing
of captured information, and 3D display and visualization of information is presented.
Integral imaging has significant advantages over other methods, namely, the absence of a
complex mechanical and optical system, the use of inexpensive materials in production,
and the possibility of simultaneous vision by several viewers. However, there are limi-
tations on the current display methods. They consist of a small viewing angle, a small
depth of the image, and the presence of sharp edges when switching between adjacent
viewing zones.

Multi-projection systems can be used to increase the resolution and the image size [5–9].
In [10], a multi-view multi-projection system using multiple flat-panel 3D displays was
proposed. In [11], a 14.4-inch large-screen 3D display system using the four projectors was
realized. In [12], a multi-projection 3D display using 300 projectors was developed. In [13],
two micro-lens arrays (MLAs) with different focal lengths for capturing and displaying,
respectively, are proposed to increase the resolution. In [14,15] preliminary designs of
the 3D systems based on multi-projectors and mobile phones were carried out. In [16],
multiple projectors were used to enlarge the viewing zone of an integral 3D image. Three-
dimensional display system using a conventional mobile phone is analyzed in [17]. In [18],
3D integral imaging display with a smartphone was demonstrated. Currently, new types
of high-resolution projectors and mobile phones have appeared on the market, including
ultra-HD 4K projectors, so it is of practical interest to use them to increase the resolution,
viewing angle, depth, and image size.

In this paper, the multi-view 3D display systems using the HD 4K projectors and
mobile phones are developed. It is shown that a simple algorithm can be applied to create
3D image files when a rotating platform is used to capture images. Three-dimensional
images are demonstrated using optimized lenticular lens sheets and mobile smartphones.
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Compared to a system of four projectors, here we used an ultra HD 4K projector instead of
high-definition projectors. This allowed us to demonstrate 4K 3D images without having
to solve the problems of boundary and colors alignment. A new design of the display
screen was proposed and 3D images were demonstrated using mobile smartphone devices,
which allowed us to solve the problem of aligning the display pixels with an array of lenses.
Next-generation 3D display technologies are discussed in the Discussion section.

2. Multi-View Projector-Based Display System

The principle of autostereoscopic 3D displays is that 3D optics controls the direction
of the light rays of each pixel in such a way that different views are projected onto our left
and right eyes. Usually, a lenticular array of lenses and parallax or slit barriers are used to
control the light rays from pixels in displays.

Our multi-view system consists of a projector, diffuser layer, and lenticular lens
(Figure 1). The viewpoints for observers are created by the light rays from a display
element of the projector which are incident on a screen.
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Figure 1. Schematic view of projector-based 3D display system: 1—projector; 2—display element;
3—projection lens; 4—elemental image; 5—diffuser layer; 6—lenticular lens; 7—viewing zone;
8—observer. The shaded areas show different areas of vision. Adapted from [15].

The pitch size of the lenticular lens array and the focal length of the elemental lens
define the viewing angle:

ϕ = 2arctan
(

D
2 f

)
= 2arctan

(
D

2(h − R)

)
(1)

where D is the pitch of the lens array, h = f + R is the total thickness of the lenticular
layer, R is the curvature radius of the individual lens in the lenticular layer, and f is the
focal length.

The generation of an optical field on the display screen can be described by equations
based on both geometric optics and wave optics approaches [19–21]. In [21], an analysis of
the Wigner distribution function for a 3D-projection-type display is proposed. Recently, the
diffraction of partially coherent light beams by microlens array was studied in [22]. Here
we mainly focus on the experimental demonstration of 3D images using projectors and
mobile devices.

2.1. Image Capturing of 3D Object

The disadvantage of the integral imaging method [1,2] for capturing is the small
image depth. Here we captured the object from different angles using a rotating table
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and a conventional camera. This allowed us to obtain a higher image depth (Figure 2).
We shot 2D images using a rotating table at different viewing angles with an interval of
1 or 2 degrees. Capturing with a conventional camera and a rotating table simplifies the
mathematical model for creating 3D image files. There is an alternative method based on
the computational generation of the 3D image files. However, this requires the use of the
complex geometrical transformations of the 2D images.
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Figure 2. Two-dimensional image capturing by a camera.

The rotation angles of the camera can affect the 3D image depth. When the angle
between two adjacent 2D images increases, the depth of the 3D image also increases.
However, this leads to the decrease of the angular resolution of the image. To obtain
images, a Sony w830 camera was used, the CCD matrix of which has a resolution of
5152 × 3864 with a pixel size of 1.2 microns. The focal length was 25 mm with a viewing
angle of 80 degrees. The camera was located at a distance of 30 cm from the object. With
the help of a turntable, the object was captured through 1 or 2 degrees, and the necessary
number of images (8–15) was obtained to create a 3D image file.

2.2. D Image Files Creation

A schematic representation of the method for creating a 3D image file is shown in
Figure 3. First, we need to prepare the original 2D images, the number of which is equal
to the number of views. The original image is converted into a matrix with a specified
number of pixels (Figure 3).

A part of each view is placed under each lens of the lenticular sheet to be able to see
each view from a strictly defined angle. One strip from each view is placed under one
vertical cylindrical lens, i.e., the vertical columns of pixels are aligned with the lenticular
lenses. A column of pixels is assigned to one view for each of the N columns. More detailed
description is presented in [15]. Codes for integration of images captured at different angles
into one common 3D file are created in MatLab. A flowchart of the 3D image file creation is
shown in Figure 4.

An example of the created 3D image file is shown in Figure 5a. Note that the vertical
stripes are observed in the image. In Figure 5b the 3D image with lens array is shown. It is
seen that the quality of image with lens array is higher.
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2.3. Experimental System

The designed and constructed experimental display system is shown in Figure 6.
Four full HD digital light processing (DLP) projectors with a 4K equivalent resolution
were arranged in a 2 × 2 array. The display screen consists of a diffuser layer scattering
uniformly and a lenticular sheet. The projectors and screen are adjusted on the optical table
with a simple pitch test method. Gap distance between the projectors and screen depends
on the pitch size of the lenticular lens and number of viewpoints. This distance is equal to
50 cm for the lenticular sheet with the pitch D = 1.27 mm (20 lpi) and number of viewpoints
N = 6.

Images were corrected by the image processing to compensate for the increased
brightness at the intersection of the images of adjacent projectors. The brightness of the
entire image can be smoothed by reducing the brightness of the pixels corresponding to the
overlapping parts. Detailed description of a system of four projectors is presented in [15].
Here we use an Ultra HD 4K projector with a resolution of 3840 × 2160 pixels. Unlike using
four HD projectors, here we do not need to solve the problems of alignment of boundaries
and colors [15].

Three-dimensional image size depends on the display matrix of the projector and the
number of view N. The image size in the horizontal direction can be estimated as

L =
n
N

D (2)

where N is the view number, n is the pixels number of the projector’s display matrix, and
D is the pitch size of the lenticular sheet.
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Figure 6. (a) Rear view of multi-projector 3D imaging system; (b) 4K projector in the front and four
full HD projectors in the background.

It follows from (2), that the image size L = 542 mm for the number of views N = 9 and
L = 406 mm when N = 12 for the lenticular sheet with 20 lpi and projector’s display matrix
with n = 3840.

The distance between the screen and projector is determined by the parameters of the
projector, lenticular sheet, and view numbers. Three-dimensional images with a viewing
angle of 35 degrees and a large depth are demonstrated for the lenticular array parameters
presented in Table 1.

Table 1. Parameters of the lenticular array and projector.

Lenticular Array Pitch 1.27 mm (20 lpi)

Focal length
Thickness

2.04 mm
3.25 mm

Projector Resolution 1920 × 1080
3840 × 2160

3D image Resolution
Viewing angle

1920 × 1080
3840 × 2160

35
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3. 3D Image Displaying: Experimental Results

In Figure 7, the images using the BENQ full HD projector with resolution 1920 × 1080
pixels from different viewing directions are presented. It is seen that the objects become
visible at a given viewing angle which are hidden from view in another viewing angle.
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of the warrior is covered by the sword. Displacements of different parts of fighters are shown by arrows.

In Figure 8, the images of 34-inches size obtained using four full HD projectors from
different viewing angles are shown. It follows from the experiments that the viewing angle
increases when the depth range decreases. The lenticular arrays with aspheric surface
profiles should be used in order to increase the image depth.
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In Figure 9, images at different observation angles using Ultra HD 4K projector with
resolution 3840 × 2160 pixels are presented. Unlike the use of four HD projectors, here we
do not have to solve problems of alignment of boundaries and colors.
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the right.

4. Mobile 3D Display

The design of the system consisting of a mobile phone screen and a lenticular lens is
shown in Figure 10. Light rays from the mobile phone display element are incident on a
lenticular screen, which creates viewing points for observations. The viewing angle can
be increased if a lenticular sheet is placed on the surface of a mobile phone, as shown in
Figure 10. It can be seen that, unlike a 3D system based on projectors, we do not use a
diffuser layer on the screen here. In addition, the lens array is located on the mobile phone
screen in such a way that the surfaces of the elementary lenses directly touch the phone
screen. This allows us to increase the viewing angle and image depth.
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Figure 10. Schematic view of the mobile 3D display. 1—Display element; 2—glass plate; 3—lenticular
lens; 4—viewing zone; 5—observer; ϕ—viewing angle; D—lens-pitch; f —focal length; and R—
curvature radius of the elemental lens.

Mobile 3D display consists of a commercial mobile phone 2D display and a lenticular
lens array. We used smartphones with different pixel structures (Figure 11): 4K Sony
(resolution 3840 × 2160) and Samsung and LG (resolution 2560 × 1440). Specifications are
presented in Table 2.

Photonics 2021, 8, x FOR PEER REVIEW 11 of 16 
 

 

(resolution 3840 × 2160) and Samsung and LG (resolution 2560 × 1440). Specifications are 
presented in Table 2.   

Table 2. Characteristics of mobile phones. 

Mobile Device Display Screen Size, in 
Display Reso-

lution, 
Pixel Size 

Display Matrix 
Type 

LG G3 5.52 
2560 × 1440 

534 ppi 
46 μm 

IPS LCD 

4K Sony Xperia XZ 

 3840 × 2160  

5.46 
807 ppi 
29 μm  

IPS LCD 

Samsung Galaxy Note 4 

 2560 × 1440  

5.7 515 ppi 
OLED Dia-

mond 
 49 μm  

Samsung Galaxy S7 
 2560 × 1440  

5.1 
577 ppi 
44 μm 

OLED Dia-
mond 

 

  

(a) (b) 

  
(c) (d) 

Figure 11. Images of pixel structures: (a) LG G3—IPS; (b) 4K Sony Xperia—IPS; (c) Samsung Gal-
axy Note 4—diamond pixel structure; (d) Samsung Galaxy S7—diamond pixel structure. Numbers 
from 1 to 6 correspond to the view numbers. 

  

Figure 11. Images of pixel structures: (a) LG G3—IPS; (b) 4K Sony Xperia—IPS; (c) Samsung Galaxy
Note 4—diamond pixel structure; (d) Samsung Galaxy S7—diamond pixel structure. Numbers from
1 to 6 correspond to the view numbers.



Photonics 2021, 8, 331 10 of 14

Table 2. Characteristics of mobile phones.

Mobile Device Display Screen Size, in Display Resolution, Pixel Size Display Matrix Type

LG G3 5.52
2560 × 1440

534 ppi
46 µm

IPS LCD

4K Sony Xperia XZ
3840 × 2160

5.46 807 ppi
29 µm IPS LCD

Samsung Galaxy Note 4
2560 × 1440

5.7 515 ppi OLED Diamond
49 µm

Samsung Galaxy S7
2560 × 1440

5.1 577 ppi
44 µm OLED Diamond

Experimental Results

Below, the images using mobile phones 4K Sony and LG with IPS LCD displays are
presented. Lenticular sheets with 40 LPI and 70 LPI of different thicknesses were used in
the experiments (Figure 12).
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An important step is a pitch test. The need for the pitch test is to avoid misalignment
between the lenticular sheet and the image that is prepared for displaying.

Below, 3D images obtained using mobile devices are presented. A system consisting
of a mobile phone with IPS LCD display matrix and a lenticular lens sheet with 70 LPI
(lens pitch is 363 µm) has been developed. Note that a 3D display system using a mobile
phone with a diamond pentile OLED display panel has been demonstrated in [23]. In [24]
the 3D display consisting of a 2D OLED display panel, a pixel mask, and a lenticular lens
was proposed.

In Figures 13 and 14 the images from different viewing directions are shown. Here we
used LG G3 mobile phone (resolution 2560 × 1440 pixels). Three-dimensional images with
eight views were created. Three-dimensional image has the ability to “look around”. It is
seen that the LED source, which is hidden for viewing in the image on the right, become
visible from a different angle of view (left image).

In Figure 15, the images using an LG G3 (2560 × 1440 pixels) mobile phone and a
4K Sony Xperia XZ Premium (3840 × 2160 pixels) mobile phone and lenticular lens with
70 LPI are presented. Three-dimensional images with eight and twelve views were created.
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Although the resolution of 4K Sony mobile phone is higher than LG G3 phone, the
picture quality is better when using the LG phone. This is because the number of views
under each lenticular lens for the LG phone (N = lens pitch/pixel size = 7.9) is closer to an
integer value than for the 4K Sony phone (N = 12.5).
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5. Discussion

Thus, the possibility of design of 3D image systems using low-cost devices and
materials is demonstrated. Lenticular lens arrays were used in the experiments to control
the light rays. Diffraction gratings and microstructures can also be used to control the
direction of propagation of light rays in 3D displays [25–27]. Recently, a diffraction-grating-
based 3D display was designed using a multi-view concept [28]. In [29], an optimum
design is proposed for diffraction-grating 3D displays. It is known that rainbow holograms
are based on first-order diffraction gratings which may generate 3D colored images in
reflection [30]. In [31], the novel type of diffraction gratings with periods supporting
first-order diffraction in the visible wavelength range was proposed. These gratings show
coloring of the transmitted zeroth order due to excitation of surface plasmons. Two-
dimensional free-form lens arrays and holographic diffusers can also be used to increase
the view angle, depth range, and resolution [32,33].

Crosstalk (ghosting) is the main problem of perception in the 3D display system [34–36].
Crosstalk usually occurs at large viewing angles. Crosstalk can be reduced by optimizing
the view distribution in the 3D image file [24]. In [37], an accurate 3D autostereoscopic dis-
play method using optimized parameters by quantitative calibration is proposed. Crosstalk
can also be eliminated if a lens array with aspherical surfaces is used [38]. Low crosstalk
was obtained in [39] using dynamically tuned directional backlight. Future developments
are considered in the creation of 3D display architecture based on the use of orbital angular
momentum (OAM)-carrying light beams [40,41]. This could lead to the next generation
of multi-view 3D display technologies. It is shown in [35] that in the choice of encod-
ing/decoding modes, Laguerre–Gauss (LG) modes will allow the reduction of crosstalk in
the restored images. Note that the LG modes are the solutions of the Maxwell equations
in graded-index optical fibers [42,43]. This compatibility between OAM-based 3D display
and data communication using optical fiber may provide the possibility for all-optical
collection, transmission, and rendering of 3D information.

A new method of visualization of 3D objects is the correlation method of obtaining
images (ghost imaging) [44]. The ghost image uses optical correlations, i.e., even if the
information from any of the detectors used to create the image does not create an image,
the image can be obtained using optical correlations. This visualization process does not
use optical lenses, and the image itself does not contain distortion.

The concept of a three-dimensional image in the time domain is also of practical
interest. Usually in temporal optics, signals are treated similarly to objects in spatial optics
and temporal visualization is based on the analogy of two-dimensional spatial image
schemes [45].

One of the important tasks is to transfer 3D images to remote distances from the
focusing system or to obtain images from hard-to-reach areas. Traditional methods do
not allow images to be obtained at large distances from the imaging optical system. We
have previously discovered the effect of periodic revival of the spatial distribution of
the intensity of the wave packet at large distances during non-paraxial propagation in a
graded-index optical fiber due to interference between the waveguide modes [43,46]. It
has been shown that a strongly focused beam of light can be efficiently transmitted over a
long distance in optical fiber with a revival period. This demonstrates the possibility of
transmitting an image over an optical waveguide over long distances from the object.

6. Conclusions

Thus, the possibility of performing optical design of 3D display systems based on
projectors and mobile devices is demonstrated. It is shown that a simple algorithm can be
applied to create 3D image files when a rotating platform is used to capture images. Using
projectors has a number of advantages, including accurate alignment of the screen with the
image pixels. Three-dimensional images with smooth motion parallax are demonstrated
at a viewing angle of 35 degrees. The image depth corresponds to the actual depth of the
captured 3D scene. The ability to “look around” the object is experimentally shown. The
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use of Ultra HD 4K projectors allowed us to demonstrate 4K 3D images without having to
solve the problems of boundary and color. A new design of the display screen for mobile
phones is proposed, which allowed us to solve the problem of aligning the display pixels
with the lens array. For the experimental demonstration of high-resolution 3D images,
the optimal lens array and the type of display matrix were selected. This allowed us to
increase the viewing angle and image depth. It is shown that if it is necessary to use a
diffuser layer in the case of projectors, then such a layer is not needed for mobile phones.
The proposed displays have a wide range of potential applications, including 3D TVs and
projection systems, mobile phones, technologies for applications in the field of information
transmission, processing, and storage, as well as systems for use in video conferencing and
in medicine.
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