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Abstract: Underwater detection has always been a challenge due to the limitations caused by
scattering and absorption in the underwater environment. Because of their great penetration abilities,
lasers have become the most suitable technology for underwater detection. In all underwater
laser applications, the reflected laser pulse which contains the key information for most of the
system is highly degraded along the laser’s propagation path and during reflection. This has a
direct impact on the system’s performance, especially for single-pixel imaging (SPI) which is very
dependent on light-intensity information. Due to the complications in the underwater environment,
it is necessary to study the influential factors and their impacts on underwater SPI. In this study,
we investigated the influence of the angle of incidence, target distance, and medium attenuation.
A systematic investigation of the influential factors on the reflectance and ranging accuracy was
performed theoretically and experimentally. The theoretical analysis was demonstrated based on
the bidirectional reflection distribution function (BRDF) and laser detection and ranging (LADAR)
model. Moreover, 2D single-pixel imaging (SPI) systems were setup for experimental investigation.
The experimental results agree well with the theoretical results, which show the system’s dependency
on the reflection intensity caused by the angle of incidence, target distance, and medium attenuation.
The findings should be a reference for works looking to improve the performance of an underwater
SPI system.
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1. Introduction

Over the past decade, various investigations have aimed to detect or image an object in an
underwater environment [1–5]. Lasers have been employed in various fields, such as reverse
engineering, machine vision, 3D imaging, and especially, underwater object detection [6–9]. It became
a suitable choice for applications like optical metrology [10], target recognition [11], surface
profiling [12], object modeling [13], and 3D vision [14] because of its monochromaticity, collimation,
and penetrability properties. Several techniques have been used for underwater object detection, such
as range-gated [15,16], modulated LIDAR [17,18], and streak-tube imaging [19]. During the light
propagation and the interaction with the target, numerous factors can affect the reflected laser pulse,
such as laser source, target surfaces, detection unit, and transmittance medium [20,21]. These are
important, especially in underwater environment because target surface optical characteristics and
light transmittance of the medium are complex and volatile. In laser systems, the key information

Photonics 2019, 6, 123; doi:10.3390/photonics6040123 www.mdpi.com/journal/photonics

http://www.mdpi.com/journal/photonics
http://www.mdpi.com
https://orcid.org/0000-0002-5854-5287
http://dx.doi.org/10.3390/photonics6040123
http://www.mdpi.com/journal/photonics
https://www.mdpi.com/2304-6732/6/4/123?type=check_update&version=2


Photonics 2019, 6, 123 2 of 18

is extracted from the reflected laser pulse, which directly affects the system performance. Tan et al.
analyzed the effect of scattering on the three-demonstration (3D) machine vision by using a gated
imaging system [20]. Chua et al. studied the influence of interference on distance and derived a new
3D range gated model [22]. Wang et al. investigated the influence of a laser’s profile on a system’s
accuracy [23,24]. In addition, many researchers have investigated the influence of setup parameters on
system performance. The sensor parameters’ effects and system performance are discussed in [25,26].
Laux et al. used an optical vortex as a spatial coherence analyzer in order to increase accuracy of
range in underwater pulsed laser ranging system [27]. Zheng et al. demonstrated a high-speed and
high-resolution experimental setup to detect objects in a turbid underwater environment by using
particular laser sources [28–30]. A beamforming receiver and near-field beamforming algorithm were
developed ratio to minimize scattering effect and improve 3D image reconstruction performance in
water medium by Walter et al. [31]. Moreover, Duan et al. present a quantitative calculation model
to accurately analyze the signal-to-noise ratio (SNR) in fog by using the Mie theory [32]. Le et al.
indicates that computational imaging has the advantages of a disturbance-free and wider angle of
view (AOV), which can effectively improve the imaging result [3]. In addition, as a representative
of computational imaging, single-pixel imaging (SPI) has been applied in environments where the
background light is extremely dark or even occluded [33]. Therefore, it is essential to study the
transmission characteristics of a laser under environmental influence and the influence on the quality
of an SPI system. Remarkably, SPI can solve this problem by keeping the object beam and exploiting
calculated field pattern rather than reference beam. Although the setup is simplified, the advantage of
SPI, i.e., being disturbance-free, remains.

However, there are limited studies of the influence of the angle of incidence, target distance,
and medium on a reflectance system’s performance and a computational imaging system’s quality.
Therefore, it is necessary to investigate the influence of these factors, which will directly impact
the system’s performance. Based on bidirectional reflection distribution function (BRDF) and laser
detection and ranging (LADAR) models, we investigated the reflectance characteristics, combing both
microsurface and macrosurface theories. It is well known that most of the underwater laser-based
object-detection techniques obtain valuable data by employing peak detection which is a reliable and
handy technique for ranging [34,35]. In order to reduce effect of noise from back scattering light,
we proposed a simple and stable, pulsed SPI system, and employed peak detection to conduct an
experimental study.

We begin with a brief introduction of BRDF and LADAR model in Section 2. In Section 3, we
show the relationship between the influential factors of the angle of incidence, target distance, and
medium attenuation on the reflectance by demonstrating a theoretical derivation based on BRDF
and LADAR model with the microsurface and macrosurface theories. Furthermore, the effects of
these influential factors on the reflectance and system performance are analyzed theoretically. In our
experimental investigation, an underwater, active-mode SPI was built to determine the reflection ratio
and intensity error. This is further explained in Section 4. The experimental results obtained are
discussed in Section 5. At last, we conclude our findings in Section 6.

2. Background

2.1. SPI Theory

SPI system works by gathering bucket sums of a light field which has interacted with an object
under investigation, and a spatial light modulator. Standard SPI system architecture consists of
following the main components: the light source, optics, single pixel detector, and spatial light
modulator (SLM). A series of modulator-generated patterns are illuminated the object by using SLM
and the corresponding intensity value of each pattern is collected by single-pixel photodetector, which
is only sensitive to the intensity but not the phase of electromagnetic radiation.
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According to the definition, the patterns generated by the modulator (DMD (digital micromirror
device)) illuminate the object and result in the circulation of the intensity function Y that contains the
product of corresponding X and Φ values at each pixel location. M-dimensional column vector Y and
projected illuminating patterns can be concluded in terms of a single matrix equation:

YM×1 = ΦM×N ×XN×1 (1)

in which, M represents the number of measurements, N is dimension of original signal, and Φ is
the whole measurement with dimension M × N. Classical matrix inversion cannot solve the unique
solution of the Equation (1), which is under-determined in nature. However, when the measurement
matrix (Φ) satisfies the restricted isometry property (RIP) and sparse signal, (X) is K−sparse; then, the
signal can be recovered by employing l1 norm minimization problem with large probability and linear
programming [36]. Practically, many signals do not exist with sparsity in their original form but can be
represented sparsely on some suitable basis.

The underwater object detection and image acquisition process we propose are shown in Figure 1.
The signal strength of the object that has to be imaged was set as N which represents the total number
of pixels in our reconstructed image. For the following step, the number of the observations (m)
needed for reconstruction is calculated based on m = O(K log N). The sparsity of the binary matrix is
important in the next step to limit the number of observations to m. The experiment will run until the
number of measurements is equal to the number of observations. Then, l1 minimization algorithm
does the initial guess of the original signal X. This initial value is updated after each iteration of the l1
minimization algorithm. The result is displayed in the final step.
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Based on the above definition of SPI and its image reconstruction characteristics, it can be clearly
observed that the reconstruction imaging quality of a SPI system is closely related to the intensity of
light reflected from an object. Because lasers have good coherence characteristics, and SPI systems are
less affected by optical coherence characteristics, SPI systems relying on lasers as the light source are
most common. However, the underwater environment is very complicated, and the reflected light
intensity after being adjusted will be affected by various factors in the environment. So, it is very
essential to study the transmission and reflection characteristics of the reflected light intensity in the
underwater environment and the impact on the system.

2.2. LADAR Model

Typically, each echo laser energy in an SPI system is influenced by multiple factors can be given
by the LADAR equation [37]:

Ym = PR = PT
θ2

R

θ2
T

ρT

π
cosθt

AR

R2 ηTηRη
2
A (2)

where PT, PR(Ym), and R are the emitted energy, received energy, and range across, respectively; Ym

is the mth measurement value; θR is the field of view of the receiver; θT is the divergence angle of
the laser beam; ρT corresponds to the target reflectivity; θt is the angle of incidence of the laser beam
relative to the macroscopic surface normal direction; AR is the area of the aperture of the receiver; ηT,
ηR, and ηA, are the loss factors due to beam shaping unit inefficiency, receive system inefficiency, and
one-way water attenuation caused by scattering and absorption, respectively. It can be seen that ρT is
attributed to the target reflection characteristics; the strength of the echo signal will change with the
change of the target, which will lead to further changes in measurement accuracy.

2.3. BRDF Reflection Model

Reflection occurs when the laser pulse hits the interface between two dissimilar media; for instance,
water and the target. This relates to aforementioned parameters: target reflectivity ρT, which quantifies
the reflective nature of the target. The BRDF is a function of four real variables that defines how light is
reflected at an optics surface.

The BRDF was first defined by Fred Nicodemus [38] around 1965. The definition is:

ρT = fr(l, v) =
dL(v)
dE(l)

(3)

where l is light direction and v is the view direction.
Physically, with these assumptions (locally optically flat surface, no interreflections), a BRDF term

can be derived from Equation (4) [39,40]. This BRDF term has the following form:

ρT = fb + fs (4)

3. Theoretical Investigation

Using LADAR model and BRDF reflection model, a relationship between the reflection intensity
and the intensity error with the target reflection is established to extract parameters target material,
color, and surface roughness involved in the BRDF model for characterization of the target. Based on
Equations (1) and (3), we get:

PR = PT
cosθtθ2

RARηTηR

πθ2
T

( fb + fs)
1

R2 η
2
A (5)
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In Equation (4), diffusion and specular reflection was given by O. Steinvall [41]:

fb = KD cosm θ (6)

fs =
KS

cos6 θ
exp(

− tan2 θ

s2 ) (7)

where θ is the incident and reflected angle, s is the surface slope, and m is the diffusivity coefficient.
KD is the diffuse reflection constant and KS is the constant of specular reflection, and the relationship
between the two parameters KD

KS
designates the ratio of diffuse performance to surface glint behavior.

Combining Equations (4)–(6) yields:

PR = PT
cosθtθ2

RARηTηR

πθ2
T

(
KD cosm θ+

KS

cos6 θ
exp(

− tan2 θ

s2 )

)
1

R2 η
2
A (8)

Equation (8) illuminates that reflected laser pulse intensity PR is influenced by multiple factors,
including laser, detector, target, and atmospheric parameters. When target and system are fixed the
reflected laser-pulse intensity only depends on the influential factors, such as angle of incidence, target
distance, and medium attenuation.

Achievable accuracy σR for the Ym which is based on the peak detection algorithm with a pulse
width of τlaser (FWHM) can be estimated by the following (reported in [42–45]).

σR = 0.6
cwτlaser
SNR

(9)

SNR =
Signal Energy
Noise Energy

(10)

where cw is the speed of light and τlaser is the bandwidth of laser pulse; i.e., the full width at half
maximum (FWHM)of the laser pulse profile. In order to keep the noise energy constant and avoid
the influence of other factors, the other factors are kept unchanged when studying a specific factor so
that the SNR is the signal-to-noise ratio for a single parameter. In our investigation, semi-quantitative
analysis was employed as our analysis method, which is often used when quantitative analysis is very
difficult. Therefore, noise energy in our research was the sum of the detector’s electronic noise and
ambient noise, which remained constant throughout the experiment.

In the pulsed laser-ranging system, the signal energy is equal to reflected pulse-laser energy PR

which means PR = Signal Energy. Then, Equation (9) can be resolved to obtain SNR as:

SNR =
PR

Noise Energy
(11)

combining Equation (9) with Equation (10) σR can be written as:

σR = 0.6
cwτlaserNoise Energy

PR
(12)

Substitute Equation (7) into Equation (11). We get:

σR = 0.6
πcwτlaserNoise Energyθ2

T

PT cosθtθ2
RARηTηR

R2

η2
A

1

KD cosm θ+ KS
cos6 θ

exp
(
− tan2 θ

s2

) (13)

It can be seen from Equation (12), that the intensity accuracy has strong dependency on target
distance, attenuation coefficient, and the angle of incidence. The effect of these parameters on the
intensity accuracy is analyzed theoretically and experimentally in this paper.
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3.1. Influence of Angle of Incidence

Incidence angle is the angle between a ray incident on a surface and the line perpendicular to the
surface at the point of incidence, called the normal. The angle of incidence can be characterized by
using a suitable BRDF, whose definition is shown in Equations (2) and (3). Due to complicated scenes
and geometry, for example, regarding its edges and shape, the angle of incidence cannot ever be zero.
Therefore, it is necessary to know the effect of angle of incidence variation and its effect on reflectance
and intensity accuracy. The BRDF model used in this paper consists of specular and diffuse reflections.
Using the BRDF function which is shown Equations (3), (5) and (6), we studied the influence of the
angle of incidence on the reflection ratio of the system theoretically. Figures 2–4 are simulation results
of BRDF functions showing the reflective nature of different parameters which are outlined in legends
at the right side of each of simulated plots (1)–(3).

Figure 2. Bidirectional reflection distribution function (BRDF) as a function of various values of diffuse
and specular constants taken from Table 1.

Figure 3. BRDF as a function of various diffuse and specular constants taken from Table 2.
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Figure 4. BRDF as a function of various values of diffuse and specular constants taken from Table 3.

Table 1. Different parameters of BRDF used to analyze the effect of the angle of incidence.

Target Reflectance Characteristic KD KS s m

Completely rough 1 0 0.5 0
Completely smooth 0 1 0.5 1

KD > KS 0.6 0.4 0.5 1
KD < KS 0.4 0.6 0.5 1
KD = KS 0.5 0.5 0.5 1

Firstly, we must keep the surface slop and diffuse coefficient constant and choose different KD and
KS values. Referring Figure 2 and Table 1, it can be seen that reflection taking place in a small span of
angle where error is noted at around 60◦, is case of pure specular reflection. In case of pure diffuse
reflection from a surface, it is in all the directions and intensity error is anticipated at around 90◦. We
can see that with the increase of an angle of incidence in each target model, the BRDF values decrease,
which means the reflected laser pulse intensity decreases at the same time. As the angle increases, the
value of BRDF drops down very fast, which means the intensity error is high because only a small
change in the angle of incidence would give a high impact. Hence, our observation indicates that it is
highly recommended to keep the angle of incidence as small as possible, while performing intensity
data experiments.

Secondly, we must choose different surface slope values and keep the other factors constant.
Figure 3 and Table 2 show the relationship between BRDF and the angle of incidence when we change
the surface slope. Surface slope is a factor relying on the surface roughness; the higher the surface
roughness, the higher the value of s. We can easily see that with an increasing angle of incidence, the
BRDF value goes down. For the maximum value of surface slope s = 0.60, from Table 2, the roughness
is highest for this surface among all five and the value of BRDF falls down most slowly because of
the high diffusion intensity. When we increase the angle of incidence more than 60◦, the value for the
BRDF goes down for all the samples with almost same trend because of the shadowing and masking
effects which are almost the same for the five sample surfaces.

Table 2. Different parameters of BRDF used to analyze the surface slope.

Surface Number KD KS s m

1 0.5 0.5 0.02 1
2 0.5 0.5 0.08 1
3 0.5 0.5 0.20 1
4 0.5 0.5 0.40 1
5 0.5 0.5 0.60 1
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In the end, we chose five different surfaces with different values of diffusivity coefficient, as shown
in Table 3. According to Figure 4, it can be seen that when the angle of incidence equal to 0◦ the BRDF
attains its highest value. The value of BRDF goes down drastically when the angle of incidence is
below 20◦ and after 20◦ the slow variation in BRDF function can be noted. The width of curves become
shorter and shorter when the attenuation coefficient increases, which prohibits the light to coming out
due to the shadowing and masking problem.

Table 3. Different parameters of BRDF used to analyze the effect of angle of incidence.

Surface Number KD KS s m

1 0.5 0.5 0.1 1
2 0.5 0.5 0.1 3
3 0.5 0.5 0.1 5
4 0.5 0.5 0.1 10
5 0.5 0.5 0.1 20

The above plots of BRDF match the experimental data obtained alongside Michael Ashikhmin [46].
Both the simulation’s BRDF value and experimental measurements of reflected pulse intensity decrease
with an increase in angle of incidence. As a result, intensity error increases, which is proved in
Equation (12).

3.2. Influence of Target Distance and Medium Attenuation

From Equation (12) it can be observed that the intensity accuracy of pulse-laser ranging system
also depends on both target distance and medium attenuation caused by absorption and scattering.
That means both target distance and intensity error are directly proportional. The loss factor ηA can be
written as:

ηA = T(R) = exp(−cR) (14)

in which R is the target distance and c is the attenuation coefficient of the target medium. Substituting
Equation (13) into Equation (12), we can get:

σR = 0.6
πcτlaserNoise Energyθ2

T

PT cosθtθ2
RARηTηR

1

KD cosm θ+ KS
cos6 θ

exp
(
− tan2 θ

s2

) exp2(−cR)
R2

(15)

The two parameters R and c are considered together, as target distance also affects the value of the
loss factor. Exponential A is defined as the impact factor of intensity error, which contains these two
parameters:

A =
ηA

2

R2 =
exp2(−cR)

R2 (16)

From Equations (4) and (15), it can be seen that the higher the value of impact factor is, the more
pulse energy that would be reflected, and the smaller the impact factor, the larger the error would be,
corresponding to Equation (14). Firstly, the impact factor changes with the increase in distance while
keeping c constant. Figure 5 illustrates the diverse values of c ranging from 0.2 m−1 to 1.2 m−1. Based
on Figure 5 we can conclude that the impact factor goes down with increasing distance. Decrements of
the impact factor can be clearly seen when c goes down and R is constant, which means that the effect
of c on impact factor is inversely proportional. Ultimately intensity error increases with the decay of
impact factor.
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Figure 5. Impact factor variation with R for five different c values.

Having analyzed the influence of distance, we analyze attenuation coefficient in this section.
Distance R is fixed for five different constant values from 1 to 5 m. The effect of the attenuation
coefficient is analyzed in Figure 6. The decrementing of the impact factor can be seen with the rise in
target distance and medium attenuation coefficient. When the attenuation coefficient is equal to 1, 20%
of the light can transmitted after 1 m, which shows that the attenuation coefficient has a strong effect
on the light’s propagation.

Figure 6. Impact factor variation with c with for five different R values.

According to analysis of various parameters above, it can be concluded that the reflected light
intensity goes down with increments in the angle of incidence, distance, and medium attenuation
coefficient, will further cause increments in the intensity error. Hence, to get better results, it is
necessary to control these factors to be as small as possible in real applications.

4. Experimental Investigation

For the underwater SPI, in order to investigate the influence of the angle of incidence, target
distance and the medium attenuation on the SPI, we designed an underwater, active-mode SPI system,
as shown in the schematic, Figure 7, in which the target angle, distance, and water environment can be
controlled separately.

In our experiment, the angle of incidence of the projected pattern is able to be controlled by the
turntable below the object, and the relative position of the collecting lens and the single-pixel detector is
fixed and mounted on the guide rail for the purpose of controlling the detector and the target distance.
Digital light processing (DLP) was employed in our investigation. It is a set of chipsets based on optical
micro-electro-mechanical technology that uses a DMD.
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For more intuitive and quantitative image quality evaluations, the modulation transfer function
(MTF) measurement target pattern (proportion 1:1) was designed as shown in Figure 8. The test target
pattern conforms to the MIL-STD-150A standard. Each element consists of six lines, three horizontal
ones, and three vertical ones. The line-to-line spacing of each element is the same as its own width and
the aspect ratio is 5:1. The six elements provide six spatial resolutions of 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6
lp/mm. The resolution is determined by the observation system’s imaging resolution of the horizontal
and vertical lines in the measurement target, wherein the maximum indistinguishable horizontal and
vertical lines determine the ultimate resolution of the imaging system.
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5. Results and Analysis

5.1. Influence of Angle of Incidence

For the angle of incidence influence on the SPI, Figure 7 shows the experiment apparatus for the
angle of view (AOV) of SPI, where the positions of light source and the detector are kept unchanged
and the target position is changed on the turntable to get imaging results from different viewing angles.

In the current study, we chose a two-dimensional reflective target and set the target at 0◦, 40◦,
and 60◦, at four different positions. The results captured from different angles are shown in Figure 9.
From the three images in Figure 9, we can clearly see that with an increase of the angle of incidence,
the reconstructed results captured by the SPI system become more degraded, which is due to the fact
that the reflected light intensity becomes more unstable as the angle of incidence increases. As the
angle of incidence increases, the contrast between the central region and the background region of
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the reconstructed image gradually decreases, the overall contrast of the image decreases, and the
signal-to-noise ratio of the reconstructed image decreases.

Figure 9. Experimental results of setup with different angles. (a) 0◦; (b) 40◦; (c) 60◦.

The test target pattern was printed on a 1:1 ratio using a UV printer on three target substrates
of flat carbon steel, polished glazed tiles, and smooth cardboard. In order to ensure the reliability of
the imaging quality comparison experiment, each target was fixed on the V-shaped holder, and the
observation pattern generated by the Hadamard measurement matrix with a resolution of 128 × 128
was sequentially subjected to 5500 sampling observations for the three targets. The length of a single
sub-cell projected onto the surface of the target surface was 1 mm, which was the same as the line
width of the target element with a spatial frequency of 0.5 lp/mm. After screening the sample values for
target individually, each of the 5000 observations was selected to form a sampling vector, and the three
target’s images, shown in Figure 10, were reconstructed using the reconstruction algorithm proposed
above. It can be seen from the figure that the overall imaging quality of the image of the target printed
on the surface of the flat-ground steel substrate is significantly better than that of the other two, and has
the highest recognition degree for the six elements with different spatial resolutions. The horizontal
contrast of the three images can be clearly seen to follow a pattern. As the material’s own reflectivity
decreases, the system’s ability to reconstruct the target is continuously reduced; that is, the contrast
and replication rate of the system are gradually attenuated at a certain stripe spatial frequency.

Figure 10. Reconstruction results of 5000 measurements with 128× 128 resolution of the same roughness
and different angles under the Hadamard pattern. (a) 0◦; (b) 40◦; (c) 60◦.

Considering that the coherence of light in computational imaging has less effect on imaging
quality [47], the degree of modulation of the object space information by the system may correspond to
an MTF value of the system at the frequency [48]:

MTF( f ) = 100%×

(
I′max − I′min

)(
I′max + I′min

) (17)

where f is the spatial frequency of the element; I′max and I′min are the maximum and minimum gray
values of the corresponding elements.

The MTF values of the six elements of the three figures in Figure 10 were calculated using
Equation (16), and the three MTF curves shown in Figure 11 were plotted by interpolation. It can
be seen from Figure 11 that the curve generated by fitting according to Figure 10a is significantly
higher than the other two, and the trend is relatively flat in the range of spatial resolution of 0.5 lp/mm
or less. However, the fitting curves generated by the three images all have a cliff-like slides when
the resolution is higher than 0.5 lp/mm. This is because when the spatial resolution of the object is
larger than 0.5 lp/mm, the side length of the observed pattern is already larger than the width of the
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object space, which exceeds the highest resolution of the system and cannot restore the object scene.
The above phenomenon is basically the same as the trend shown in Figures 2–4 above, but there is no
obvious downward trend as shown in these three figures, as the angle of incidence is increasing, which
also indicates to some extent that single-pixel imaging systems are insensitive to angles of incidence.
Therefore, in the actual observation process, in order to improve the imaging ability of the system for
high spatial frequency objects, reduce the difference between objects and images, and to improve the
imaging quality, the edge of the observation pattern should be reduced as much as possible within the
allowable range of the system.
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5.2. Influence of Target Distance

For the distance investigation, our object was placed in four different places for the single
pixel detector. Figure 12 illustrates the reconstructed results captured from different positions.
From Figure 12, we can easily see that even in the case where a single-pixel imaging system is
sensitive to weak light, as the target distance increases, the quality of the reconstructed image will drop
dramatically. According to the four images in Figure 12, we can see that the closer objects have higher
similarity to the original images, and the overall signal-to-noise ratio is higher. However, the detection
results obtained for the target at a relatively long distance are poor, and the SNR ratio is relatively low.

Figure 12. Experimental results of setup with different distancse: (a) 1 m; (b) 2 m; (c) 3 m; (d) 4 m.

In the target distance section, in order to further compare the analytical ability of the system
to the non-positional target and the image reconstruction quality in each case, the target image was
printed on a rectangular, parallelepiped carbon steel surface with a surface roughness of 0.8 µm using
a UV printer. The active-mode, single-pixel imaging system performed 5500 sampling observation
experiments on four targets, and selected 5000 observations in each group and reconstructed them
using the reconstruction algorithm proposed in this paper, as shown in Figure 13a–d. Among the
four images, the black and white two-color target at the one-meter position has the highest image
sharpness, and the target image obtained at the four-meter position has the worst image quality, which
is consistent with the reflectivity characteristics discussed above.
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Figure 13. Reconstruction results of 5000 measurements with 128× 128 resolution of the same roughness
and different distances under the Hadamard pattern: (a) 1 m; (b) 2 m; (c) 3 m; (d) 4 m.

According to Equation (16) and the four images obtained, the MTF values and the fitted MTF
curves under the corresponding elements in the figure are plotted in Figure 13. Comparing the four
MTF curves, it can be clearly seen that when the target is near from the system, the area of the package
below the MTF curve will be larger. When the spatial resolution is lower than 0.5 lp/mm, the MTF
curves corresponding to the four colors are relatively smooth, indicating that the consistency of the
edge and the center is higher in the reconstructed image, the aberration control of the system is ideal,
and the overall imaging quality is better. The MTF curve shows a relatively significant downward
trend only when the spatial resolution is higher than 0.5 lp/mm. Comparing the results shown in
Figures 13 and 14, we can clearly see that as the target distance increases, the value of the influence
factor will be greatly reduced, and the imaging quality of the target at the corresponding distance will
also decrease.Photonics 2019, 6, 123 13 of 17 

 

 
Figure 14. MTF fitting curve for same object at different distances. 

5.3. Influence of Medium Attenuation 

At the end, the influence of attenuation coefficient caused by the absorption and backscattering 
of propagation medium will be discussed. In the simulation, it was shown that the attenuation 
coefficient has a strong impact on reflectance. To get maximum reflected light, the target was placed 
one-meter away from the laser source with angle of incidence: zero. Chinese clay was used to create 
an underwater condition set with a different degree of turbidity. By controlling the amount of the 
Chinese clay, the range of attenuation coefficients of the water became 1.1 m−1–1.4m−1 which was 
measured by using a light transmittance meter. The attenuation coefficient of medium is reciprocal 
to the readings on the light transmittance meter: 

1c
LT

=  (18) 

in which c is the medium attenuation coefficient and LT is the light transmissivity given by the 
transmittance meter. 

When light penetrates the water, photons are either scattered or absorbed. While scattering 
redirects the angle of the photon path, absorption removes the photons permanently from the path. 
Unlike scattering, which is weakly spectrally dependent, absorption is highly spectrally dependent. 
The magnitude and spectral features depend upon the concentration and composition of the 
particulate and dissolved constituents and water itself. The IOPs (inherent optical properties) are 
conservative properties, and therefore, the magnitude of the absorption coefficient varies linearly 
with the concentration of the absorbing material [49,50]. Therefore, as the concentration of the 
medium continues to increase, the attenuation factor of the medium is gradually increased, and the 
effective light intensity that can reach the receiver is continuously reduced, thereby affecting the 
overall quality of the system. 

In this part of our study, we focus on the influence of medium attenuation, which can be 
considered the turbidity. In order to simulate the environmental turbidity, we put our reflective 
target in a water tank, and the single detector just outside the water tank. Figure 15 shows the 
recovered images in different turbidity levels. Comparing the four images, it can be clearly seen that 
the boundary of the target becomes more and more inconspicuous, and the background noise is 
significantly increased, which is consistent with the theoretical analysis. 

  

Figure 14. MTF fitting curve for same object at different distances.

5.3. Influence of Medium Attenuation

At the end, the influence of attenuation coefficient caused by the absorption and backscattering
of propagation medium will be discussed. In the simulation, it was shown that the attenuation
coefficient has a strong impact on reflectance. To get maximum reflected light, the target was placed
one-meter away from the laser source with angle of incidence: zero. Chinese clay was used to create an
underwater condition set with a different degree of turbidity. By controlling the amount of the Chinese
clay, the range of attenuation coefficients of the water became 1.1 m−1–1.4m−1 which was measured by
using a light transmittance meter. The attenuation coefficient of medium is reciprocal to the readings
on the light transmittance meter:

c =
1

LT
(18)

in which c is the medium attenuation coefficient and LT is the light transmissivity given by the
transmittance meter.

When light penetrates the water, photons are either scattered or absorbed. While scattering
redirects the angle of the photon path, absorption removes the photons permanently from the
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path. Unlike scattering, which is weakly spectrally dependent, absorption is highly spectrally
dependent. The magnitude and spectral features depend upon the concentration and composition of
the particulate and dissolved constituents and water itself. The IOPs (inherent optical properties) are
conservative properties, and therefore, the magnitude of the absorption coefficient varies linearly with
the concentration of the absorbing material [49,50]. Therefore, as the concentration of the medium
continues to increase, the attenuation factor of the medium is gradually increased, and the effective
light intensity that can reach the receiver is continuously reduced, thereby affecting the overall quality
of the system.

In this part of our study, we focus on the influence of medium attenuation, which can be considered
the turbidity. In order to simulate the environmental turbidity, we put our reflective target in a water
tank, and the single detector just outside the water tank. Figure 15 shows the recovered images in
different turbidity levels. Comparing the four images, it can be clearly seen that the boundary of the
target becomes more and more inconspicuous, and the background noise is significantly increased,
which is consistent with the theoretical analysis.

Figure 15. Experimental results of setup with different turbid degrees: (a) c = 1.1 m−1; (b) c = 1.2 m−1;
(c) c = 1.3 m−1; (d) c = 1.4 m−1.

Furthermore, in order to more clearly reflect the correspondence between image quality and
medium attenuation, the target pattern shown in Figure 8 is printed on a flat-ground carbon steel
surface having a surface roughness of 0.8µm and being of a ratio of 1:1. The medium attenuation
is controlled by c = 1.1 m−1, c = 1.2 m−1, c = 1.3 m−1, and c = 1.4 m−1 conditions. Using the system
in this chapter, 5500 sampling observations were performed on the four targets, and four groups of
5000 observations were selected to form a sampling matrix. The four images shown in Figure 16 were
reconstructed by Hadamard sampling matrices and the reconstruction algorithm of this paper. It can
be clearly seen from the four images that as the attenuation of the medium decreases, the sharpness
of the target image obtained by the reconstruction gradually increases, the edges of the lines in each
element become clearer, and the blurred image of the reconstructed image becomes smoother and
more layered.

Figure 16. Reconstruction results of 5000 measurements with 128 × 128 resolution of the different
medium attenuations under the Hadamard pattern: (a) c = 1.1 m−1; (b) c = 1.2 m−1; (c) c = 1.3 m−1; (d)
c = 1.4 m−1.

Using the same method, the MTF fit curves of four different media turbidities, as shown in
Figure 17, were plotted based on the four reconstructed images. It can be seen from the four images in
Figure 16 and the four curves in Figure 17 that the lower the turbidity of the medium, the larger the
integral value of the MTF value and the spatial resolution, the better the system’s optical quality. Besides,
within the range of system resolution limits, the four MTF curves are relatively stable, indicating that
the image quality of the corner region and the central region in the reconstructed image is not obvious,
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the overall resolution of the system is high, and the difference between the reconstructed image and
the real scene of the object is small. Combined with the trend of the influence factor shown in Figures 5
and 6 with the environmental attenuation, it can be seen that when the attenuation of the environment
increases, the influence factor value will decrease significantly. This apparent downward trend has
exceeded noise tolerance for general conventional imaging systems, but has not had a significant
impact on our SPI systems.

Figure 17. MTF fitting curve for different medium attenuation.

6. Conclusions

We investigated the influence of angle of incidence, target distance, and medium attenuation
on an underwater SPI system using a theoretical and experimental study. Using BRDF and LADAR
models, a theoretical deviation was conducted to obtain the dependencies of reflectance due to angle
of incidence, target distance, and medium attenuation coefficient. The variation in intensity is crucial,
as it directly impacts the performance of system.

Three experimental condition parameters, namely, angle of incidence, target distance, and medium
attenuation, were analyzed to determine their effects on the image reconstruction quality and the system
resolution level. Theoretical analysis reveals that intensity accuracy and the SPI system detection
capability directly depends on reflection ratio and ultimately relies on the parameters investigated.
The intensity accuracy increases when these parameters decrease and adheres to the reflection model
used. Our experimental results matched the theoretical analysis well. When the angle of incidence
increases from 0◦ to 60◦, the MTF value decreases from 0.147 to 0.019 at 0.3 lp/mm; when the target
distance is gradually increased from 1 to 4 m, the MTF value decreases from 0.147 to 0.082 at 0.3 mm/lp;
when the attenuation of the environment increases from 1.1 m to 1.4 m−1, the MTF value decreases
from 0.182 to 0.141 at 0.3 mm/lp. The above experimental results are in good agreement with the
theoretical analysis in the paper, which proves the correctness of theory and experiment.

Our contributions can be used for some applications, such as target recognition, object modelling,
and laser tracking systems. It should be also useful for imaging applications, such as ghost imaging and
a range gated system where objective work condition characteristics are required. In future, to extend
our study on underwater ranging system, we will investigate other factors, such as laser wavelength
and target characteristics. We will also look into a solution for overcoming the influence of objective
work conditions we have discussed in this paper.
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