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Abstract: The reflection phenomenon exhibited by highly reflective surfaces considerably affects the
quality of captured images, thereby rendering the task of structured light (SL) 3D reconstruction.
In this paper, a polarized SL method is proposed to address the reconstruction issues on high-
reflectance surfaces. The SL system we build in this paper involves a four-channel polarizing camera
and a digital light processing (DLP) projector equipped with a polarizer in the lens. The built
system enables the simultaneous acquisition of four groups of fringe images, each with different
brightness differences. Then, a binary time-multiplexing SL method is adopted to obtain four distinct
point clouds. Additionally, a fusion algorithm is proposed to merge the four point clouds into a
single, precise, and complete point cloud. Several experiments have been conducted to demonstrate
that the proposed method is capable of achieving excellent reconstruction outcomes on highly
reflective surfaces.

Keywords: high reflection; structured light; polarization; 3D reconstruction

1. Introduction

As a crucial component of computer vision, 3D reconstruction technology has been
rapidly developed and has gained widespread applications in various fields, such as intel-
ligent terminal, biomedical, mechanical manufacturing, and virtual reality [1,2]. Among
vision-based 3D reconstruction methods, the typical time-coded SL system consists of a
projector and a camera. The projector projects a pre-coded fringe pattern onto the sur-
face of object, and the camera captures a series of images with pattern illuminations [3,4].
The feature points of camera and projector were matched by decoding method, and the 3D
information of the object’s surface is calculated by triangulation based on the calibration
results [5,6]. The time-multiplexing SL method is capable of attaining both high accuracy
and dense point clouds, therefore, it has a high application value in industrial inspections
due to its high precision and high reconstruction density [7].

In industrial manufacturing, there are a large number of samples with highly reflective
surfaces such as metal workpieces, and the highly reflective phenomenon caused by the
projected light will make the projected stripes blur in the camera field of view, which
will seriously affect the accuracy of 3D reconstruction and lead to irreversible loss of
measurement information. Therefore, finding ways to suppress and eliminate the highly
reflective phenomenon becomes a difficult problem that needs to be addressed in SL
3D reconstruction.

For the problem of highlight in SL method, the existing solutions mainly include
adaptive projection intensity, multiple exposures, multi-view method, and the use of optical
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filters [8–12]. These methods can alleviate the reconstruction issue caused by high-reflective
surfaces to some extent. However, the adaptive projection intensity, multiple exposure,
and multi-view methods all require multiple acquisitions under different conditions, which
are time-consuming and have complex algorithms. In contrast, using an optical filter such
as a polarizer, which suppresses highlight areas from an optical imaging perspective, can
avoid multiple scans of highly reflective surfaces.

In this paper, an SL 3D reconstruction method of high reflectance surface using polar-
ized light technique is proposed. The SL system employed in this study comprises a DLP
fitted with a fixed-angle linear polarizer and a four-channel polarizing camera. The striped
images of the four polarization channels with brightness differences are acquired by the
SL scanning. Then, a binary code time-multiplexing SL method is adopted to obtain four
distinct point clouds. The weight map is generated based on the four texture maps and
depth maps to guide the point cloud fusion, and the best points are selected from the four
point clouds to smooth the missing parts by the point cloud smoothing and noise reduction
strategy. Finally, a precise and complete point cloud is obtained with a single scan, which
has advantages in terms of time and precision.

The organization of this paper is as follows. Related SL methods are briefly reviewed
in Section 2. A detailed introduction of our polarized SL method is presented in Section 3.
Experimental results are provided in Section 4. Discussion for our polarized SL method is
displayed in Section 5. Conclusions are offered in Section 6.

2. Related Work

In SL scanning, a pre-designed fringe pattern is actively projected onto the target
surface, and the camera captures the image with the corresponding fringe information for
3D reconstruction. The commonly used sinusoidal coded stripes and gray code combined
with phase-shift encoded stripes are all based on the projection intensity [13]. However,
the periodic change in illumination intensity caused by these stripes results in blurred
fringe information when the surface reflectance is uneven. To address this issue, a binary
fringe based on Gray code combined with line shift coding has been proposed [14], which
is independent of fringe intensity and shows better robustness against uneven surface
reflectance. Nonetheless, highly reflective surfaces can cause overexposure in the camera
image, leading to the loss of fringe information.

There are many solutions for the problem of SL scanning on surfaces with high
reflectivity. In [8], a method based on camera response function, which adaptively adjusts
the pixel-level intensity of projected fringe pattern according to the reflectivity of object
surface, is proposed to deal with the highlight surface.This method can effectively improve
the image quality of fringe, but it takes a lot of time to extract the reflectance information of
object surface and calculate the projection intensity. In [9], the binary line shift fringe pattern
is projected multiple times under different exposure times, and the fringe images at different
exposure times are fused into well-exposed fringe images with the high dynamic range
(HDR) image fusion technology for three-dimensional reconstruction. This method can also
reconstruct a relatively complete point cloud, but the selection of multiple exposure times is
based on experience, and multiple exposure increases the scanning time. In [10], a binocular
SL system is proposed to process highly reflective surface, different angles of cameras on
both sides are used to avoid specular reflection on the same surface, and highlight areas are
detected separately, therefore, two point clouds can be reconstructed for splicing and fusion.
Although this method can improve the reconstruction effect of the point cloud, it does
not directly solve the highlight problem, and the outcome is not good for some free-form
high-reflectance surfaces. In [11], a transparent screen is placed in front of the camera and
the intensity of its corresponding screen pixels is adjusted according to the camera response
function, which can improve the dynamic range of the camera and weaken the influence of
highlights in structural light scanning. This method is equivalent to adding an optical filter
to deal with the problem of high reflection. In [12], the difference in sensitivity efficiency of
monochromatic laser under the RGB channel of color sensor is used to obtain images with
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different brightness values, which are fused to obtain images with high dynamic range for
reconstruction. This method utilizes optical filters on the color sensor and HDR technology
to accomplish high-dynamic-range 3D reconstruction.

Polarized light technology has been widely used in computer vision. This technology
is to filter random vibration light signals into light signals that vibrate regularly along the
polarization direction through polarization devices, eliminate the impact of stray reflected
light on camera imaging, and achieve the removal of highly reflective areas [15]. In [16],
a method is proposed to project sinusoidal encoded fringes and collect four groups of fringe
images by a four-channel polarization camera. Through traversing the pixels of the four
channel images, the appropriate channels were selected to enhance the fringe and then
three-dimensional reconstruction was performed. However, the channel selection method is
random and noise is easy to be introduced during reconstruction. In [17], a method of three-
dimensional measurement of the dynamic objects by using the circularly polarized light
and polarizing camera is proposed. The method also adopts sinusoidal coding, and speckle
will be produced because laser is used as the light source, which will affect the measurement
accuracy. In [18], a polarization-based method is proposed to remove image highlight and a
normalized weighted algorithm is used to recover the surface information of the highlight
region. This method can restore fringe information to complete reconstruction by adjusting
the angle of polarizer and multiple exposures. However, the method of manually adjusting
polarizer for measurement is difficult to adapt to complex and varied industrial scenes.
In [19], a method is proposed to estimate the interval optimal projection intensity according
to the camera response function under the polarization system and obtain the optimal
fringe image by image fusion method, based on which 3D reconstruction is performed.
Although the polarizer is not adjusted in the reconstruction process, the projection intensity
is estimated according to the images acquired by multiple projections, which requires a
certain preparation time.

3. Methodology

The flow chart and visual pipeline of 3D reconstruction based on our method is
shown in Figures 1 and 2. Firstly, the high-reflective target is scanned by our polarized
SL system to acquire 4 groups of fringe images. Subsequently, the first channel is utilized
to calibrate the projector and camera, and four point clouds can be reconstructed through
decoding, the point clouds are then registered to the spatial coordinate system of the first
channel. Then, a weight map is computed based on the texture and depth maps to guide
the preliminary point cloud fusion. Further, suitable points are selected from the four point
clouds to ensure the smooth completion of missing parts. Ultimately, a complete fused
point cloud with high quality is generated, integrating information from all four channels.

Figure 1. The flow chart of our polarized SL algorithm.
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Figure 2. The visual pipeline of our polarized SL system for the 3D measurement of high-reflective
surfaces.

3.1. Binary Coding Polarized SL System

Light is an electromagnetic wave, the direction of electric and magnetic fields are
mutually perpendicular to the direction of light propagation. This phenomenon can be
mathematically represented as follows:

E = E0cos(ωt + δ0 − kz) (1)

where E is the instantaneous intensity, E0 is amplitude, ω is angular velocity, t is time,
δ0 is initial phase, k is the number of wavelengths of light contained in 2π cycles, z is
the position.

As shown in Figure 3, it can be assumed that the linear polarizer is composed of regular
thin metal wire arrays parallel to each other. Under the condition of sufficiently thin wires,
electrons are constrained to move along a single direction, and only the electromagnetic
field components in the same direction as the linear polarizer do work on the electrons.
As a result, the energy of the incident light undergoes attenuation and eventually causes
the light to vibrate solely in a single plane. Consequently, when a beam of polarized light
traverses a polarizer:

Iα = Icos2α (2)

where Iα is intensity of polarized light passing through a polarizer, I is original intensity of
polarized light, α is the angle between the polarized light and the polarizer.

Figure 3. Schematic diagram of polarized light.

As shown in Figure 4, a linear polarizer is placed in front of the lens of a DLP pro-
jector, hence the projector will project linear polarizing light with a fixed polarization
angle. The polarizer array is located above the CMOS photographic array in the system’s
polarizing camera. In this way, adjacent pixels receive only light with a fixed polarization
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state. After adjusting the angle of the polarizer such that it is not perpendicular to the
four polarization channels of the polarizing camera, fringe patterns are projected by the
projector, so the polarizing camera can capture four sets of images distinguished by varying
degrees of luminance and shade through a single shot. Since the image resolution of all
the four channels is the same, any channel of the polarization camera can be selected to
calibrate the camera and projector. In this paper, the first channel is selected for calibration.
By decoding the fringe patterns obtained, point clouds of four polarization channels can be
reconstructed on the basis of the calibrated parameters.

Figure 4. Schematic diagram of our polarized SL system.

3.2. Point Cloud Registration

The acquired images from the four polarization channels are generated by splicing
separated pixels, respectively, resulting in the image information being acquired in a
discontinuous manner. This leads to a pixel offset in the images of the four channels when
capturing the same target. Such a phenomenon not only undermines the accurate detection
of checkerboard corners and disrupts the calibration parameters of the four channels,
but also affects the positioning and decoding of projected fringes. It is worth noting that the
projected stripes are strictly vertical, thus, any pixel shift has a particularly severe impact
on the channels with horizontal pixel deviation.

As mentioned in Section 3.1, the 3D reconstruction of our method is based on the
calibration parameters of the first channel. According to the distribution of the polarizer
array, the second and fourth channels have horizontal pixel deviation from the first channel,
and the third channel has vertical pixel deviation from the first channel. Therefore, when
decoding the fringe images in the second and fourth channels, horizontal pixel offset will
occur in the positioning of fringe edges, resulting in spatial displacement of point clouds.
As shown in the Figure 5, the point cloud of the second channel and the fourth channel
has obvious spatial displacement with the first channel, while the point cloud of the third
channel is almost in the same coordinate system with the first channel.
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(a) (b) (c)
Figure 5. Point cloud layering caused by pixel deviation. (a) Channel 2 to Channel 1. (b) Channel 3
to Channel 1. (c) Channel 4 to Channel 1.

According to the above analysis, point cloud registration should be used to align the
position of point clouds. The specific steps are as follows:

(1) Use the system to scan a calibration plate and output four point clouds according to
pixel array. The missing positions were recorded with identifiers;

(2) Traversing according to pixel array, only the pixels with 4 effective points are retained,
and 4 point clouds are stored, respectively;

(3) Point clouds of the other three polarization channels are registered with the first
polarization channel, respectively.

For any two point clouds {Pi}, {P′i } in the space, the following relationships exist:

P′i = RPi + T (3)

where R is the rotation matrix, T is the translation vector.
Translated into an optimization problem:

min
R,T

1
2

n

∑
i=1

∥∥Pi
′ − (RPi + T)

∥∥2 (4)

Define the point cloud centroid:

P =
1
n

n

∑
i=1

Pi, P′ =
1
n

n

∑
i=1

Pi
′ (5)

Finally, the optimization function can be simplified as:

min
R,T

1
2

n

∑
i=1

∥∥(Pi
′ − P′

)
− R(Pi − P)

∥∥2
+
∥∥P′ − (RP + T)

∥∥2 (6)

Since both terms of the optimization function are values greater than or equal to zero,
and the first term is only related to the rotation matrix R, it is feasible to initially obtain the
rotation matrix R by solving the minimum value of the first term. Thereafter, by substituting
the obtained rotation matrix R into the second term, the translation vector T can be
determined. With the aid of the rotation matrix R and the translation vector T, the point
clouds of diverse polarization channels can be converted into the same coordinate system
to eliminate the point cloud migration stratification problem caused by pixel migration.

3.3. Point Cloud Fusion

SL scanning is a 3D reconstruction technology based on vision, and the generated
point cloud corresponds to the pixel of the texture map one by one. Therefore, the point
cloud fusion strategy in this paper is based on the four texture maps collected and the
depth map of the reconstructed point cloud, to calculate the fusion weight map for the
preliminary selection of points, and then smooth filling of the missing parts.

The accurate positioning of fringe edges is crucial for achieving precise 3D reconstruc-
tion in SL scanning technology. Failure to locate these edges precisely can result in the
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loss of point cloud information or noise generated by reconstruction errors. When the
projection light falls on a highly reflective surface, irregular scattering can occur, leading to
overexposed highlights that obscure the projection fringe. Similarly, in dark or black areas,
the projection fringes may be difficult to distinguish accurately. To address the challenge
of unclear fringe patterns in overexposed or underexposed regions, this paper draws on
the principle of image exposure fusion. Specifically, the optimal pixel with normal gray
value and rich details from multiple images is selected to represent the same position in the
reconstructed image [20].

According to prior knowledge, a gray value of 0 is usually in the overly dark region,
while a gray value of 255 is usually in the overexposed region. Therefore, the Gaussian
model can be used to extract the well-exposed region:

Wk
1 (i, j) = e−

(V(i,j)−α)2

2σ2 (7)

where Wk
1 (i, j) is brightness weight , V(i, j) is gray value, α is default value of well-exposed,

σ is variance. Usually, α = 0.5, σ = 0.2.
For over-exposed and over-dark areas, these areas are usually smooth and have low

contrast due to lack of detailed information. Therefore, image gradient can be used to
extract detailed areas:

Wk
2 (i, j) =

∣∣∣Ik(i, j)× ∆(i, j)
∣∣∣ (8)

∆ =

∣∣∣∣∣∣
0 1 0
1 −4 1
0 1 0

∣∣∣∣∣∣
where Wk

2 (i, j) is contrast weight, I is image, ∆ is Laplacian operator.
Considering moderate brightness and rich texture details, the initial weight is the

superposition of brightness weight and contrast weight. In order to select the optimal pixel,
the largest weight value in the ownership remap can be set to 1, and the rest can be set to 0,
so as to regenerate the optimal weight map:

Wk
P(i, j) = Wk

1 (i, j)×Wk
2 (i, j) (9)

Wk
m(i, j) =

{
1, w = max

{
wk

p(i, j)
}

0, else
(10)

where Wk
P(i, j) is initial weight, Wk

m(i, j) is optimal weight.
The initial weight map in image fusion only considers the information of individual

pixels, leading to the presence of scattered and chaotic points that can result in rough and
uneven fusion results. To address this issue, guided filtering is employed as a filter model
with edge protection. Guided filtering is capable of smoothing regions with low gradient
while retaining areas with rich texture information, resulting in a more refined and visually
appealing fusion result [21]. The texture map can be used as a guide map to smoothly
remove the messy scatter points of the weight map:

Wk
G(i, j) = G

(
Wk

m(i, j), Ik(i, j)
)

(11)

where Wk
G(i, j) is the weight map after guided filtering.

The depth distribution of the point cloud is expressed according to the depth map
generated by the reconstructed point cloud, and the existence of the point cloud information
can be expressed by binarizing the depth map, which is equivalent to a mask. Then, the
final weight map of fusion is as follows:

Wk(i, j) = Wk
G(i, j)×Wk

D(i, j) (12)
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where Wk(i, j) is final weight, Wk
D(i, j) is depth image.

The weight map generated in the fusion process is utilized to select corresponding
spatial points from the four point clouds for preliminary fusion based on the pixel array.
However, due to the filtering effect of the guide filter and depth map, the effective pixels
of the weight map do not cover the entire pixel array. To ensure a smooth and complete
surface for the final fusion point cloud, the best points from the four point clouds for
smoothing and completing the missing parts based on a smoothing and noise reduction
strategy [22].

In a sets of point clouds, a three-dimensional surface is composed of discrete points.
To ensure accurate reconstruction, the normal vector of each point must be perpendicular to
the tangent plane of the surface at that point. In the local neighborhood with the point as the
vertex, the surface can be approximated as a small plane. The degree of local smoothness
is inversely related to the degree of vertex protrusion relative to the surrounding points.
Therefore, point cloud smoothing and denoising algorithms typically remove such outliers.
Approximately, the problem of finding the best fusion point can be transformed into the
problem of finding the closest point from the four point cloud to the surface fitting plane,
that is, the problem of eliminating outliers.

Firstly, points in the vertex neighborhood are used to fit a plane parallel to the tangent
plane of the surface. Suppose the equation of the fitting plane is as follows:

Ax + By + Cz + D = 0(C 6= 0)
z = − A

C x− B
C y− D

C
(13)

Therefore, the point fitting plane problem can be transformed into an optimization
problem:

min
A,B,C,D

1
2

n

∑
i=0

∥∥∥∥−A
C

xi −
B
C

yi −
D
C
− zi

∥∥∥∥2
(14)

where {P(xi, yi, zi)} is a set of surrounding neighborhood points.
After the fitting plane equation is obtained, the distance between the four points to be

selected and the plane can be calculated, respectively, that is, the distance from the plane
along the direction of the normal vector:

dk =
|Axk + Byk + Czk + D|√

A2 + B2 + C2
(15)

where dk is The distance from the point Pk(xk, yk, zk) to the plane.
At this time, the point closest to the plane is the point that minimizes the curvature

of the neighborhood. Taking this point as the fusion point, the missing part of the weight
graph can be completely and smoothly supplemented.

4. Experimental Results

As shown in Figure 6, the polarized SL system constructed in this paper consists of a polar-
izing camera (Daheng, Shenzhen, China, MER2-503-36U3M POL, resolution 2448× 2048 pixels,
4 polarization channels 0◦, 45◦, 90◦, 135◦) and a DLP projecotor (TI3010DMD, resolution
1280× 720). A polarizer with adjustable angles is installed in front of the projector. The pro-
jector projects 18 binary fringe patterns to the surface of the measured target in sequence,
triggers the camera to collect fringe patterns, divides and splicing them into 4 groups of
18 fringe patterns for reconstruction. The experiments were conducted indoors under
normal light, and the system was fixed on an optical platform with a working distance
of 265 mm and a projected field of vision of 150 mm × 120 mm. Additionally the fusion
algorithm is deployed on GPU (Nvidia, CA, USA, GeForce RTX 3070).
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Figure 6. The polarized structured light system.

As discussed in Section 3.1, the polarization angle of the polarizer should not be
perpendicular to the four polarization channels of the polarizing camera, to make brightness
difference in the images of the four channels. Through calculating transmittance of the
polarized light pass through the four channels of the polarizing camera, as presented in
Table 1, selecting α = 105◦ as projector polarization angle of polarizer.

Table 1. The transmittance of four camera channels.

α
Transmittance

0◦ 45◦ 90◦ 135◦

105◦ 0.07 0.25 0.93 0.75

The binary coding strategy is based on our previous work [23], which employed Gray-
code combined with a line-shifting pattern. As shown in Figure 7, the first ten illuminated
patterns are Gray-code patterns used to construct 256 subregions, each with a unique code
word. The last eight are thin stripe patterns with a width of four pixels, which will shift
eight times to encode a position within each subregion.

(a)

(b)

(c)
Figure 7. Our polarized SL system’s coding strategy of Gray code combined with strip shifting pattern.
(a) Gray code combined with strip shifting pattern. (b) Eighth pattern. (c) Seventeenth pattern.
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4.1. Analysis of Point Cloud Registration

As shown in Table 2, the reconstruction of four point clouds is calculated based
on the calibration results of the first polarization channel. As discussed in Section 3.2,
pixel migration can adversely affect the position of the reconstructed point cloud and
subsequently impede point cloud fusion. To address this issue, the point cloud of the
first polarization channel is used as the reference for registering the point clouds of the
remaining three polarization channels. Specifically, the point clouds are transformed to the
coordinate system of the first polarization channel to mitigate the effects of pixel migration
and facilitate accurate point cloud fusion.

Table 2. The calibration parameters of our built SL system.

fu/ fv u0/v0 k1 k2 p1 p2 k3(Pixels) (Pixels)

Camera 2305.5486 609.9492 −0.0091 −0.1474 0.0016 −0.0020 1.24092305.1569 536.1492

Projector 2230.4738 500.0181 −0.2003 4.4541 −0.0007 −0.0025 −48.75372230.5685 305.3961

R T (mm)

0.9326 −0.0071 −0.3607
139.2622 −0.3165 67.49780.0116 0.9998 0.0103

0.3606 −0.0138 0.9326

As shown in Table 3, the entire rotation matrix is approximately equal to the identity
matrix, so there is no significant angular offset in the space of the four point clouds, but only
displacement offset, mainly in the z direction. The distance error after registration is shown
in Figure 8 and Table 4.

Table 3. The registration of rotation matrix and translation vector between point clouds collected by
four channels.

Channel R T (mm)

2→ 1
1.000000 −0.000002 −0.000031

0.0075 0.0259 0.16770.000002 1.000000 −0.000059
0.000031 0.000059 1.000000

3→ 1
1.000000 0.000001 −0.000048

0.0150 −0.0496 −0.0032−0.000001 1.000000 0.000159
0.000048 −0.000159 1.000000

4→ 1
1.000000 0.000001 0.000009

−0.0053 −0.0063 0.1676−0.000001 1.000000 0.000044
−0.000009 −0.000044 1.000000

(a) (b) (c)
Figure 8. The distribution of distance error from other channels to the first channel. (a) Channel 2 to
Channel 1. (b) Channel 3 to Channel 1. (c) Channel 4 to Channel 1.
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Table 4. The distance error of registration from other channels to the first channel.

Channel
Distance (mm)

Min Max Mean std.

2→ 1 −0.0567 0.0963 0.0016 0.0022
3→ 1 −0.0714 0.1266 0.0011 0.0021
4→ 1 −0.0777 0.1514 0.0016 0.0025

4.2. Point Cloud Fusion

As shown in Figures 9 and 10, we scanned a stainless steel stamping with free-form
surface at the exposure time t = 20,000 µs and a sheet of folded aluminum foil at exposure
time t = 30,000 µs, and collected images of light and shade difference existing among
the following four groups, to reconstruct the four pieces of point cloud, respectively.
Because the fringes become blurred in overexposed and overdark areas, the complete point
cloud cannot be accurately reconstructed using a single channel.

Figure 9. Texture images and point clouds in 4 channels of a stainless steel stamping (0◦, 45◦, 90◦,
135◦).

Figure 10. Texture images and point clouds in 4 channels of a sheet of folded aluminum foil (0◦, 45◦,
90◦, 135◦).

The point cloud fusion algorithm described in Section 3.3 is adopted to select points
of channels with good exposure and rich details for preliminary fusion, and then select
appropriate points for smooth completion. The fused point cloud and its corresponding
depth map are shown in Figures 11 and 12. It can be seen that the surface of the generated
point cloud is smooth and complete, and there are no disordered points, and the stratifica-
tion phenomenon has been solved due to the point cloud registration. According to the
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generated depth map, it can be seen that the fused point cloud only has a small amount of
deletion at the edge of the pixel array, and there is almost no deletion at the main contour
position of the measured target.

Our fusion algorithm is deployed on the GPU, and through parallel processing, the to-
tal time is between 50 µs and 200 µs, which is negligible compared with the exposure
time of over 10,000 µs. Therefore, compared with the multi-exposure method or multi-
view method that requires multiple scans to capture multiple sets of fringe patterns, our
method only requires one scan to reconstruct multiple point clouds for fusion, which has a
speed advantage.

(a) (b)
Figure 11. Fused point cloud of the stainless steel stamping. (a) Point cloud. (b) Depth Image.

(a) (b)
Figure 12. Fused point cloud of the folded aluminum foil. (a) Point cloud. (b) Depth Image.

To evaluate the precision of our method, the reconstructed result of the stainless steel
stamping sprayed with white powder is used as the ground truth. By registering the two
3D models, an error map is generated as shown in Figure 13. The absolute mean error is
calculated as 0.03 mm with a standard deviation of 0.43 mm.
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(a) (b)
Figure 13. Error distribution of our polarized SL method. (a) Stainless steel stamping sprayed with
white powder. (b) Error Map.

To better verify the effect of polarization SL system and fusion algorithm, several
experiments are conducted in this paper. As shown in Figure 14, we separately scanned a
stainless steel stamping at exposure time t = 30,000 µs, a stainless steel bowl at exposure
time t = 20,000 µs, and some coins at exposure time t = 20,000 µs.

Figure 14. Fused point cloud of some high-reflective surfaces via our polarized SL method.

Multi-exposure SL methods are another popular solution for 3D reconstruction of
surfaces with high reflectivity [9]. This methods collects fringe images for multiple times
under different exposure times and synthesizes well-exposed fringe images through high
dynamic range (HDR) image fusion technology for 3D reconstruction. To perform a
comparison between the multi-exposure method and the proposed polarization system,
we build another SL 3D camera the with same field of view to capture the target as the
input of multi-exposure methods. As shown in Figure 15a, it can be seen that there
are point clouds missing in single exposure due to the existence of highlight reflection.
Although the multi-exposure method proposed by Song [9] can repair the missing part
of point cloud to a certain extent as shown in Figure 15b,c, it can not reconstruct the
highlighted area. The built polarization system can reconstruct the entire point cloud in
one scan, as shown in Figure 15d, which has the advantages of both time and completeness
for the 3D measurement of high-reflective surface and can meet the demand of high-speed
measurement in industry.
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(a) (b)

(c) (d)
Figure 15. Comparison between the multiple exposures method and our polarized SL method.
(a) Single exposure (t = 20,000 µs). (b) Double exposure fusion using Song [9] method (t1 = 10,000 µs,
t2 = 20,000 µs). (c) Triple exposure fusion using Song [9] method (t1 = 10,000 µs, t2 = 20,000 µs,
t3 = 30,000 µs). (d) Our proposed method.

5. Discussion

(1) The polarized SL method proposed in this paper reconstructs four channels of point
clouds simultaneously for point cloud fusion by projecting 18 binary-encoded stripe
patterns at a time. The method does not require manual adjustment of hardware
devices or multiple acquisitions of the target, which has the advantage of speed;
it uses polarization technology to suppress high light and directly generates four
point clouds for fusion, but fusion, which can achieve complete reconstruction, based
on more robust binary-encoded stripe reconstruction with high precision [23] and
high-precision registration by calibration plate, it can obtain high-precision fused
point clouds. Therefore, this method is capable of fast, complete and high-precision
reconstruction of highly reflective surfaces.

(2) The polarized SL method we proposed also has some problems. Firstly, the polariza-
tion camera is used to split the four channels to obtain the images, so the resolution
of the fringe patterns is decreased, and the number of point clouds is also decreased.
Secondly, only the first channel of the polarization camera is used for calibration in
this paper, so the phenomenon of pixel deviation is generated. This phenomenon
is solved by using high-precision point cloud registration in this paper. In addition,
polarization methods rely on spatial multiplexity and sacrifice SNR due to pixelated
polarizers, resulting in lower total signal strength at a fixed acquisition time [24].
Using a circular polarizer might alleviate the problem of light intensity reduction.

(3) Next, we will investigate the principles of pixel shifting and continue to improve
the speed and robustness of our polarized SL method, applied to dynamic scanning.
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Additionally, we will reproduce other phase-shift coding methods for highly reflective
surfaces and compare them with ours.

6. Conclusions

This paper proposes a 3D reconstruction method for highly reflective surfaces using
SL and polarization techniques. Fringe patterns of polarized light are projected at a fixed
angle, and the resulting fringe images with different brightness are captured using a
4-channel polarizing camera for 3D reconstruction. However, the polarizing camera images
may be affected by pixel migration in the four channels, thus necessitating point cloud
registration using a scanning calibration plate. The SL method can suffer from exposed
and underexposed pixels, making it difficult to accurately locate the fringe and resulting
in point cloud loss. To address this issue, the high dynamic range (HDR) exposure fusion
technology is employed to extract the well-exposed areas in the texture map to generate the
initial weight map. The guide filter is then used to eliminate the chaotic scattered points in
the weight graph, while the depth map is combined with the weight map to generate the
final weight map. The weight map is used to select points from the four point clouds for
preliminary fusion, and the point cloud smoothing and noise reduction strategy is adopted
to fill outliers and select the best points for smoothing and complementing. As a result,
a smooth and complete fusion point cloud is obtained. Experimental results on stainless
steel stamping parts and aluminum foil paper with highly reflective surfaces demonstrate
the effectiveness of the proposed method for 3D reconstruction of highly reflective objects.
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