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Abstract: This paper proposes a controller to track the maximum power point (MPP) of a photo-
voltaic (PV) system using a fractional-order proportional integral derivative (FOPID) controller. The
employed MPPT is operated based on a dp/dv feedback approach. The designed FOPID-MPPT
method includes a differentiator of order (µ) and integrator of order (λ), meaning it is an extension of
the conventional PID controller. FOPID has more flexibility and achieves dynamical tuning, which
leads to an efficient control system. The contribution of our paper lies is optimizing FOPID-MPPT
parameters using Aquila optimizer (AO). The obtained results with the proposed AO-based FOPID-
MPPT are contrasted with those acquired with moth flame optimizer (MFO). The performance of
our FOPID-MPPT controller with the conventional technique perturb and observe (P&O) and the
classical PID controller is analyzed. In addition, a robustness test is used to assess the performance of
the FOPID-MPPT controller under load variations, providing valuable insights into its practical ap-
plicability and robustness. The simulation results clearly prove the superiority and high performance
of the proposed control system to track the MPP of PV systems.

Keywords: PV system; MPPT techniques; FOPID; PID; Aquila optimizer; moth flame optimizer

1. Introduction

Solar electricity production is one of the renewable energies used as a suitable solution
due to growing energy demands. It is a clean, eco-friendly, and noiseless form of energy
with an abundant fuel source. PV energy has become popular in energy generation due to
its renewability, sustainability, affordability, and low maintenance [1].

A PV system comprises solar modules, a DC–DC converter, and load/battery/grid
interconnections. PV system devices should be employed in a cooperative operation
system to enhance the system’s efficiency. A control scheme is used to keep the PV module
operating at the maximum power point (MPP). This process of MPP operation is called
maximum power point tracking (MPPT) [2,3].

The power–voltage (P–V) and current–voltage (I–V) curves of a solar cell are nonlinear.
Indeed, the irradiance level variations influence the output voltage values, while the
temperature changes influence the output current values [4]. In the P–V curve, there is one
operating point represented as the MPP. The employment of a PV system with an MPP can
attain the maximum energy production. This operating point on the P–V curve is unknown.
Thus, an appropriate MPPT is required to reach this MPP [5,6].
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Because of the changes in the switching frequency, the duty cycle parameter of the
DC–DC converter varies, which leads to the PV module employment being near or at the
MPP. Hence, control of the DC–DC converter switch may be achieved with conventional
MPPT algorithms (i.e., perturb and observe (P&O) [7] and incremental conductance (IC) [8])
and soft computing MPPT algorithms based on artificial intelligence [9–11].

Over the recent years, the P&O algorithm has been widely used to track the MPP
because of its simplicity and minimal computation parameters. The P&O technique com-
pares two measured points to determine the perturbation orientation [12]. Numerous
studies in the literature have been applied to enhance the P&O algorithm. A flower pol-
lination algorithm (FPA) fortified with P&O is demonstrated in [13] and is based on a
precise mathematical methodology. The scheme strategy was developed for maintaining
the duty cycle to ensure the MPP. MPPT applying P&O in association with a fuzzy logic
regulator used to regulate a boost converter is performed in [14] with the defined objec-
tive of comparing the output performance of a PV system. Mathi et al. exercised in [15]
a combined global MPPT technique for obtaining a rapid and precise global MPP. This
combination is an integration of the adjusted particle swarm optimizer (PSO) and P&O
techniques. In [16], implementing a P&O MPPT-based method to control a buck–boost
converter is applied. This converter assists in the switching of the PV voltage scale to
perform the system’s PV qualification within the supervision of a P&O approach. The
proposed work in [17] achieves the maximum power point through secure independent
PV modules and a battery system in order to provide an LED charge based on the MPPT
approach using an improved variable step size P&O method. An enhanced control system
is implemented in [18] to boost a PV converter using the MPPT sliding-mode technique in
association with an inconstant-step-size P&O algorithm in the presence of partial shading
states. Optimization techniques called cuckoo search and genetic algorithm are suggested
in [19] in order to provide suitable controller gains for an MPPT-based P&O. In [20], a
combination of two optimization techniques called shuffled frog leaping and pattern search
is applied to tune an ANN to suit the MPP in a PV system. The P&O method is integrated
to track an accurate MPP position after the optimization process of the ANN. In [21], an
enhanced P&O algorithm is adopted under STC to reach the MPP with the best tracking,
contrary to the traditional P&O technique. Kumar et al., in [7], employ an MPPT-based
P&O technique to augment the effectiveness of a PV system with a buck–boost converter
based on the nonlinear characteristic of current–voltage. In [22], a new P&O MPPT-based
algorithm uses a reference PV cell attached at the top of a PV module to acquire data on
the variation in current under variable climate conditions. In the case of attaining the MPP,
the tracking and monitoring of the current variation in the reference PV cell is stopped. A
combined boost converter is involved in [23] for achieving high system parameter efficiency.
Moreover, a P&O-based MPPT method is used to control the converter by offering the
maximum power. In [24], the effectiveness of the conventional P&O technique under fast
variation in solar radiation with small and sizeable steps is studied. The MPPT technique
based on an SMC is investigated in [25] for a PV system. An optimization algorithm named
the krill herd algorithm has been suggested to adjust the SMC parameters to quickly track
the MPP. In [26], Ali et al. proposed a modified P&O algorithm that divides the P–V allure
into four zones according to the open-circuit voltage to rapidly track the MPP.

In terms of the IC algorithm, it proceeds better than the P&O method under non-
uniform solar irradiation [27]. Practically, the IC algorithm can efficiently track the MPP
better than the P&O algorithm. The IC algorithm can achieve the MPP, and the process
achieves a steady-state phase and continues even with changes in the atmospheric condi-
tions [12]. An MPPT-based IC approach was proposed in [28] to improve the effectiveness
and profitability of PV system management. This approach is easy to implement and can
segregate the immediate changes in voltage, current, and power during changes in the
environmental conditions. Li et al. [29] implement a novel IC method to reach the MPP
based on the power–voltage curve that is split into three regions: a region without an MPP,
an MPP-comparable region, and an MPP region. To solve the MPPT tracking problem, the
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work in [30] exercises an enhanced IC algorithm in coordination with a combined pattern
search and crow search algorithm to tune neuro-fuzzy controller gains. Another study
in [31] suggests a fast-tuning IC-MPPT for a PV system. The MPPT approach behavior
is a combination of the effect of both the MPPT frequency interference and the step size
caused by variation in the PV voltage. An MPPT algorithm is exposed in [32] based on
a variable-step-size MPPT-IC algorithm, which instantaneously suits the following step
size to boost the PV system’s power. The study in [33] proposes a combination of the IC
algorithm and PSO algorithm that keeps a large convergence scale in order to search for
the maximum power point.

The researchers in [34] employ a thinned-out monitored MPPT based on IC to quickly
follow the MPP in a PV module. A combined modeling predictive supervising scheme
with an IC algorithm is involved to exploit the PV module at the MPP with autonomous PV
system parameters [35]. An MPPT-based IC technique for controlling the reference output
voltage and an adaptive reference regulator for monitoring the duty cycle interrupter of a
DC–DC controller is proposed in [36]. In [37], a qualified MPPT algorithm is implemented
using a fuzzy logic scheme, and a conventional IC technique for PV systems is presented.
The proposed controller demonstrates efficient performance by employing tuned fuzzy
logic gains to track the MPP. Another recent research work, described in [38], introduces an
IC MPPT algorithm with two control levels. The first level sets the PV array’s reference
output voltage. The second monitoring loop uses an integral controller with a transfer
function. Soft computing methods are an intriguing research area that involve creating
intelligent computational systems exhibiting human-like characteristics such as learning,
reasoning, and information processing. One such method is the artificial neural network
(ANN), which is a computational learning technique inspired by the structure and func-
tioning of the human neural network. In [39], Hiyama et al. propose an implementation
of an ANN to estimate the MPP of a PV panel. Another study, described in [40], focuses
on the development and application of a PC-based MPPT system for PV systems utilizing
an ANN. In [41], a novel algorithm based on a backpropagation ANN is presented for
effectively tracking the MPP. They show that ANNs surpass conventional MPPT techniques
under varying solar radiance and temperature conditions. The proposed MPPT technique
in [42] combines the use of an ANN to predict the general location of the global maximum
power point and the conventional P&O technique for precise global maximum power
point tracking. In [43], Ibnelouad et al. introduce an algorithm that utilizes an ANN-based
PSO technique. The ANN forecasts the solar irradiation and PV cell temperature, while
the optimizer technique maximizes the power production and tracks the MPP. In [44],
an intelligent MPPT algorithm is proposed, utilizing an ANN that is fine-tuned by three
optimization algorithms to effectively track the MPP of a PV system. A comparison and
analysis of MPPT approaches, including an ANN, fuzzy logic (FL), and P&O, are presented
in [45] for MPP tracking. In order to accommodate the global MPP among multiple peaks,
a novel ANN technique incorporating a radial basis function is suggested in [46] to predict
the optimal global MPP. Haq et al., in [47], offer a controller based on a nonlinear global
sliding mode to attain the maximum output power supplied by a PV module connected
with a DC/DC converter. A feed-forward neural network is implemented to deliver a
guide voltage and is developed to follow the ANN in order to produce a reference output
under changing weather situations.

Fuzzy logic (FL) is an intelligent technique that utilizes membership degrees to de-
termine the belongingness of an element to a particular set. It can be seen as an extension
of crisp set theory. In [10], a research study proposes a control approach based on FL
calculations for regulating the output of a PV converter. The objective is to extract the
MPP under varying solar radiation conditions. In [48], an FL-based control strategy for
MPPT is implemented to regulate a DC/DC converter and track the MPP of a PV system.
The design and evaluation of a stand-alone PV system incorporating an FL-based MPPT-
controlled DC–DC converter is presented [49]. Veeramanikandan et al. [50] demonstrate
the performance of an MPPT algorithm based on the FL technique for monitoring a multi-
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level inverter. This algorithm is applied to a PV inverter with segregated MPPT methods,
especially in partial shading scenarios. Doubabi et al. [10] introduce a Takagi–Sugeno fuzzy
logic system combined with multiple MPPT methods, offering fast, precise, and decisive
MPPT tracking. In [51], the study presents an Internet-of-Things-based FL regulator for
MPPT operation. Hai et al. [52] propose a combined MPPT technique utilizing FLC and
an enhanced farmland fertility optimization technique to optimize the regulator gains in a
PV system.

On the other hand, the optimization phase is a recently developed operation to maxi-
mize or minimize an objective function in a specific field by selecting the input parameters
via a pre-defined situation. These optimizer techniques are fundamentally classified into
biology-based, physics-based, and geography-based methods. Biology-based methods are
mostly inspired from natural behaviors. They are also categorized into two groups, which
are evolution-based methods and swarm-based methods. Examples of evolution-based
methods are: genetic algorithms [53], evolutionary programming [54], and differential
evolution [55]. Examples of swarm-based methods are: the particle swarm optimizer [56],
bacteria foraging approach [57], artificial bee colony approach [58], cuckoo search ap-
proach [59], firefly algorithm [60], ant colony optimizer algorithm [61], and bird mating
method [62]. Heuristics methods represent physics-based methods that mobilize imitations
of the physical behavior of an issue. This group contains several techniques such as: the
chaotic optimizer approach [63], simulated annealing technique [62], and immune system
method [64]. Finally, geography-based methods are meta-heuristic methods that produce a
random location inside the search space. An example of a geography-based method is the
Tabu search algorithm [65].

The enhancement of a FOPID controller’s degrees of freedom in the control law is
directly related to the added fractional orders, i.e., the µ and λ parameters, which thus
allows it to deal well with uncertainties in a PV system’s parameters. The self-adjusting
behavior of FOPID control gives it extra performance in order to improve the perturbation
rejection aptitude of a PV system in contradiction to uncertain parameters and inputs [66].
Youcef et al. [67] suggest a stand-alone PV system operated with a new adaptive (A-FOPID)
controller based on the self-adjusting of its parameters to gain the maximum power under
changes in the ambient climate. A feed-forward neural network is applied to generate
the appropriate voltage signal. Chen et al. [68] apply fractional calculus to a PV system
to design a robust control concept. A DC/DC boost converter based on fractional order
is established to augment the yield of the MPPT technique. An ANN is employed to
constantly produce an efficient voltage signal.

In recent years, the MPPT-based dp/dv feedback approach has received a lot of
consideration because it is relatively simple to implement and does not depend on the
PV module’s parameters [69]. Park et al. [70] present a practical application of the dp/dv
technique to validate the effectiveness of an adjusted specified converter, which is further
used with a microcontroller. The MPPT-based dp/dv feedback approach has additionally
been implemented by varying the parameters of a PID regulator utilizing a fuzzy gain
classifying method [71]. In [72], the effectiveness of an MPPT-based dp/dv with PID
feedback method is enhanced using FL optimized by the big bang–big crunch optimizer. A
research work in [73] proposed a comparison between the MPPT dp/dv with PID feedback
method, P&O, and IC, which confirmed the advancement of this technique in comparison
to the other techniques. An advanced implementation of a nonlinear PID (NPID) regulator
is suggested in [74] in order to achieve the MPP in a PV system. The designed NPID
parameters are tuned via the teaching-learning-based optimizer.

In this paper, we propose a robust scheme to enhance the performance of a PV system.
This scheme is mainly based on the designing of a fractional-order PID (FOPID) controller
as the MPPT technique to quickly achieve the maximum power. The MPPT-based dp/dv
feedback approach with a FOPID controller is incorporated to achieve the main objective.
In order to tune the FOPID controller parameters, a novel aquila optimizer algorithm (AO)
is introduced to optimize the FOPID controller gains. The simulation results with the
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suggested AO-based FOPID controller are compared with those obtained with the moth
flame optimizer (MFO). On the other hand, the performance of the FOPID-controller-based
MPPT method is compared with the conventional P&O and classical PID approaches.
The main contributions of this research work are as follows: (i) to enhance the MPPT of
a PV system, an advanced FOPID controller is suggested and discussed in terms of the
effectiveness of the MPPT, (ii) to suggested that FOPID is an adjustive controller, as it is
capable of maintaining the simpleness of a classical PID regulator, (iii) The effectiveness of
the FOPID regulator in terms of MPPT is discussed based on various rigorous and practical
climatic profiles, and it surpasses other conventional MPPT algorithms, and (iv) for the first
time in MPPT design, the regulator gains are accurately tuned utilizing the AO algorithm.

A qualitative comparative analysis of the abovementioned MPPT techniques is tab-
ulated in Table 1. Moreover, this table is useful as a literature review in the future for
precisely choosing a suitable MPPT approach.

Table 1. A qualitative comparative analysis of MPPT techniques.

MPPT Approach Application Complexity
Level

Convergence
Rapidity

Noticed
Parameters

Preceding
Training Cost Efficiency

P&O [12,16] Stand-alone Modest Alternates Current
Voltage None Low Up to 95%

IC [28,29] Stand-alone Intermediate Alternates Current
Voltage None Low Up to 97%

ANN [39–41] Both Advanced Rapid Relates Yes High Up to 98%

FL [48,49] Both Advanced Rapid Relates None High Up to 98%

SMC [25] Both Advanced Rapid Relates None High Up to 98%

Optimization
approaches [53–65] Both Advanced Rapid Relates None High Up to 98%

Hybrid techniques
[38,47,50] Both Advanced Rapid Relates None High Up to 98%

dp/dv
feedback-control-based

PID [73]
Both Intermediate Rapid Voltage

Power None Medium Up to 98%

dp/dv
feedback-control-based

NFOPID [75]
Both Advanced Rapid Voltage

Power None Medium Up to 98%

The organization of this paper is divided as follows. An overview of solar energy
sources, an introduction to the MPPT approach, and the state-of-the-art of MPPT techniques
were discussed in Section 1. The formulation and modeling of the entire system is presented
in Section 2. The overview of MPPT control with the suggested technique is exposed
in Section 3. Section 4 illustrates the proposed novel optimization method. Section 5
announces the fitness function formulation. The analysis of the simulation results with
their interpretation is discussed in Section 6. The robustness test and its relevant analysis
are presented in Section 7. Finally, the paper is concluded by a general conclusion in
Section 8.

2. PV System Modeling

The principal components of a PV system consist of a solar module, which includes the
series–parallel connections of solar cells, and a DC–DC converter, which can be controlled
by an MPPT regulator and the load. The modeling of a PV system is presented in the
next sub-sections.
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2.1. Modeling of PV Panel Single Diode Model

A PV cell with a single-diode model (SDM) is a simple and efficient model. The SDM
is used to study the behavior of PV systems. The photocurrent source is connected in
parallel with the diode and shunt resistor, respectively, and a series resistor is also attached
to the aforementioned devices, as shown in Figure 1.
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A PV panel has a number of PV cells of the same type, which are either connected in
series to increase the voltage or in parallel to boost the current. The global current equation
model is given in Equation (1) [76].

I = IphNp − IsNp

exp

 q
(

Vpv
Ns

+ IRs
NP

)
AKT

− 1

−
 VNp

Ns
+ IRs

Rsh

 (1)

where Iph is the photocurrent. Is represents the diode saturation current. Rs is the series
resistor. Rsh is the parallel resistor. K denotes the Boltzmann constant

(
1.3806503× 10−23).

A is the diode ideality factor. q represents the electron charge
(
1.6021764× 10−19). T is

the temperature, in Kelvin, of the PV module in operation. Ns and Np are the series and
parallel numbers of PV cells connected together, respectively. V and I are the output of
voltage and current, respectively, of the PV module.

In this study, a commercial M/S Kyocera type KC130GT PV panel is used, and its
parameters are presented in Table 2.

Table 2. KC130GT module characteristics.

Parameter Value

Iph (A) 8.0428

Is (A) 2.2655 × 10−10

Rs (Ω) 0.22151

Rsh (Ω) 78.0854

A 0.97611

Ns 36

Np 1

It should be noted that the parameter values showed in Table 2 were measured at
the standard test conditions (STC) of 1000 W/m2 of solar irradiation and a temperature
of 25 ◦C. However, the power–voltage P(V) and current–voltage I/V characteristics of the
PV panel under variable climatic conditions of irradiation and temperature were realized
(1000, 500, and 100 W/m2 at 298 K (25 ◦C) and 318, 308, and 298 K at STC 1000 W/m2),
respectively, and Figure 2a,b present the I/V and P/V curves of the PV panel.
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2.2. DC/DC Converter

A DC/DC converter is a device that combines the PV generator and the load. This
static converter represents a dynamic system because it contains switching devices (IGBT,
MOSFET, etc.). The literature contains three configurations of DC/DC converters, namely
boost, buck, and buck–boost. Therefore, the boost converter has fewer components com-
pared to other DC/DC converters. It steps up the voltage and current to work at the MPP
point [75]. Further, a boost converter is designed to track the MPP for all climatic conditions,
especially under less irradiation. The boost converter configuration used in this study is
presented in Figure 3.
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The relationship between the inputs and outputs of the electrical parameters is given
in Equation (2).

Vout =
Vin

1− d
(2)

where Vin and Vout are the input and output voltages of the PV system, respectively. Iin
and Iout represent the input and output current of the PV system, respectively. d is the duty
cycle parameter.

As can be observed from Equation (2), the relationship between the input and output
of the PV system is dependent on the duty cycle values. For this reason, the PV system
needs an MPPT controller to manage the PV system process. The next section explains the
MPPT control techniques.

3. MPPT Control

The MPPT control process is an essential part of the PV system chain. It generates
an adequate variable duty cycle, which pulses the switch of the DC/DC converter using
a pulse width modulation (PWM) generator. This MPPT control forces the PV system to
work at the maximum power point. In this study, the conventional perturb and observe
(P&O) technique is implemented. The dp/dv feedback-based PID and FOPID controllers
are demonstrated in the following step [77].

3.1. MPPT dp/dv Feedback Method-Based Controller

The derivative dp/dv represents the slope of the P–V curve. Otherwise, it can be
clearly seen that the MPP is at the summit of the P–V curve when the slope of dp/dv
is equal to zero. In the proposed method, dp/dv = 0 is set as a reference for the MPPT
controller. Figure 4 represents the block diagram of the dp/dv MPPT control to calculate
the slope of dp/dv and compare it with a set reference point of zero. The resulting value
of the error is treated by the control process, which generates the duty cycle sequences to
supply the DC/DC converter switch gate [70].
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It can be seen from Figure 4 that the controller input is the error value, and it represents
the dp/dv slope, which is actuated by the feedback mechanism of the PV system. Hence,
the controller generates an output voltage as a control signal (duty cycle variation) to
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the DC/DC converter switch through the PWM generator. In this study, the proposed
fractional order PID (FOPID) controller with a classical PID controller is described in the
following sub-section.

3.2. Fractional Calculus

Conventional calculus addresses integrals and derivatives owning an integer order
(d/dx, d2/dx2). Leibniz and L’ Hopital suggested the employment of fractional calculus
theory instead of conventional calculus theory. Consequently, several mathematicians
contributed to the development of fractional calculus theory. In the control systems domain,
the fractional calculus process has been widely applied, in which fractional-order integra-
tion and differentiation can be utilized in the concept of a regulator. Through distributed
and variable-order functions, it simplifies standard integer-order calculus. In recent years,
and, according to their effectiveness towards system gain changes and system uncertainties,
fractional regulators have been extensively employed. Their conceptual requirements of
gain and phase margins should be smoothly tuned via FO controllers comparatively to
integer-order controllers. Several parameters are included in FO controllers in comparison
to integer-order controllers. This specified design should be fulfilled [78].

3.3. PID Controller Description

The parallel combination of three control effects, which are the proportional (P),
integral (I), and derivative (D) gains, form the conventional PID controller. Further, the
principle of this controller is based on the feedback chain in order to calculate the error
value. This error calculation continues during the operating loop and under any irradiation
and temperature changes. The error value in this is the dp/dv slope, which must be equal
to zero to track and achieve the MPP at the top of the P(V) curve. Thus, the signal generated
by the PID controller through the controlling loop that maintains the operating system
oscillates around the MPP. The mathematical formulation of the PID controller is shown in
the following equation:

pPID(t) = Kpe(t) + Ki

∫
e(t) + Kd

de(t)
dt

(3)

where Kp, Ki, and Kd are the proportional, the integral, and the derivative gains, respectively.

3.4. Proposed Fractional-Order PID Controller

To improve the effectiveness of PID controller design, Podlubny suggested an expan-
sion to PID controllers, which is named FOPID. This controller involves the differentiator
and integrator of µ and λ and is detailed in [79]. The definition of the Riemann–Liouville
(RL) function is applied to the design of the fractional differ-integral, which is described
as follows:

αDα
t F(t) =

1
Γ(n− α)

(
d
dt

)n∫ t

α

f (τ)(
t− τ)1−(n−α)

dτ (4)

where Γ presents Euler’s gamma function that defines the factorial and specifies the operator
to obtain the value of a non-integer. The mathematical description of Grunwald–Letnikov
function based on the definition of fractional differentiation is given as:

αDα
t F(t) = lim

g→0

Γ(α + d)
Γ(g + 1)

f (t− dg) (5)

It is necessary to note that the integrator can be consolidated by applying the design
of a fractional-order operator.

The transfer function of FOPID is attained by using the Laplace transform and is
described as:

Gc(s) = Kp + Kis−λ + Kdsµ (6)
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The next equation illustrates the differential equation of a FOPID controller:

u(t) = Kpe(t) + KiD−λ
t e(t) + KdDµ

t e(t) (7)

The concept of a FOPID controller is based on the structure of the Kp, Ki, Kd, µ, and λ
parameters. µ and λ are the derivative and integral factors, respectively. A FOPID controller
has superior performance in terms of control system tuning (see Figure 5).
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4. Aquila Optimizer

In this work, we propose a meta-heuristic optimization algorithm called AO, which is
inspired from nature by the behavior of an eagle during the procedure of hunting is target.
The eagle represents one of the main common aggressive birds [79,80].

The optimization processes of the proposed method are divided into four main steps:

• Choosing the search boundary by elevated soaring and perpendicular stoop.
• Exploring within a diverged search boundary by a contour flight with a low glide swoop.
• Exploiting within a converged search boundary by a short flight with a slow drop

swoop and swooping by walking and snatching the target.

In the following parts, the mathematical modeling of the AO algorithm is described.

4.1. Solution Initialization

AO is a population-based algorithm. The process of optimization starts by a population
of a defined solution (X), as formulated in Equation (8), which is obtained stochastically
through the maximum limit and minimum limit of the mentioned problem. The achieved
superior solution is considered to be the best solution in nearly each generation.

X =



x1,1 . . . x1,j x1,Dim−1 x1,Dim
x2,1 . . . x2,j . . . x1,Dim
. . . . . . xi,j . . . . . .
...

...
...

...
...

xN−1,1 . . . xN−1,j . . . xN−1,Dim
xN,1 . . . xN,j xN,Dim−1 xN,Dim


(8)

where X is the set of actual defined solutions and is obtained randomly via Equation (9).
Xi represents the ith solution’s position. N denotes the maximum number of populations,
and Dim is the mentioned problem’s dimension space.

Xij = rand×
(
UBj − LBj

)
+ LBj, ∀ i ε N && j ε Dim (9)

where rand is a value between 0 and 1. LBj represents the jth minimum limit, and UBj
represents the jth maximum limit of the mentioned problem.
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4.2. Mathematical Formulation of AO

As expressed before, the AO algorithm process has four global main steps. The
transfer between the exploration phases and exploitation phases in the AO algorithm can
be attained through several behaviors based on the instruction of if t ≤

( 2
3
)
× T, then the

exploration phases will be activated. Furthermore, the exploitation phases will then be
calculated. The principal mathematical model of the four main steps in the AO algorithm
is given as follows:

• Step 1: Expanded Exploration (X1)

The eagle in this first step identifies the target region and chooses the best catching
region by elevated soaring and performing a perpendicular stoop. In this step, AO com-
monly explores elevated soaring to define the region of the search boundary. Figure 6
illustrates the behavior of the eagle in the case of elevated soaring and the perpendicular
stoop process, which is expressed in Equation (10).

X1(t + 1) = Xbest(t)×
(

1− t
T

)
+ (XM(t)− Xbest(t)× rand) (10)

where X1(t + 1) represents the solution of the following generation of t, which is produced
by the first search step (X1). Xbest(t) is the superior achieved solution of the ith generation.
To supervise the expanded exploration, the equation of

(
1− t

T
)

is utilized by the applied
iterations value. XM is the mean value of the location in the actual solution according to the
ith generation, which is obtained through Equation (11). rand represents a random number.
t is the actual generation, while T is the total number of generations.

XM(t) =
1
N

N

∑
i=1

Xi(t), ∀jε Dim (11)Math. Comput. Appl. 2023, 28, x FOR PEER REVIEW 12 of 27 
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• Step 2: Narrowed Exploration (X2)

In this step, in case of preparation for an attack, AO closely explores the chosen region
of the target. Figure 7 presents the behavior of the eagle in a contour flight with a low glide
swoop. This behavior is formulated as per Equation (12):

X2(t + 1) = Xbest(t)× Levy(D) + XR(t) + (y− x)× rand (12)
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where X2(t + 1) denotes the following generation solution of t. This solution is produced
using the second step (X2). XR denotes a random solution between 1 and N at the ith
generation. D represents the dimension search size, and Levy(D) denotes the function of
the levy flight division, which is given in Equation (13):

Levy(D) = s× u× σ

|ν|
1
β

(13)

where u and υ represent a random value taken in the range [0, 1]. s denotes a fixed value of
0.01. σ is variable value formulated in Equation (14):

σ =

 Γ(1 + β)× sin
(

πβ
2

)
Γ
(

1+β
2

)
× β× 2(

β−1
2 )

 (14)

where β denotes a fixed value of 1.5. y and x are calculated using Equations (15) and (16)
and are used to show the spiral form during the process of searching. These latter values
are found below.

y = rcos(θ) (15)

x = rsin(θ) (16)

where:
r = r1 + UD1 (17)

θ = −ωD1 + θ1 (18)

θ1 =
3π

2
(19)

where r1 is a selected value from 1 to 20 during the search cycles. U takes a value of 0.00565.
D1 represents the numbers of an integer between 1 and lengh(Dim), and ω takes a value of
0.005. Figure 8 illustrates the behavior of AO in a spiral form.
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• Step 3: Expanded Exploitation (X3)

In this step, in the case of getting close to attacking, AO exploits the chosen region of
the prey, which is expressed in Equation (20):

X3(t + 1) = (Xbest(t)− XM(t))× α− rand + ((UB− LB)× rand + LB)× δ (20)

where X3(t + 1) represents the solution of the following generation of t, which is produced
by the third search step (X3). Xbest(t) is the superior achieved solution of the ith generation.
XM is the mean value of the location in the actual solution according to the ith generation,
which is obtained through Equation (11). rand represents a random number. α and δ
present the attained parameters of exploitation, which are selected as 0.1.

• Step 4: Narrowed Exploitation (X4)

In this final step, in the case of the last location, AO hunts the target, which is expressed
in Equation (21):

X4(t + 1) = QF× Xbest(t)− (G1 × X(t)× rand)− G2 × Levy(D) + rand× G1 (21)

where X4(t + 1) represents the solution of the following generation of t, which is produced
by the fourth search step (X4). Xbest(t) is the superior achieved solution of the ith generation.
QF(t) is formulated using Equation (22), which presents the function of quality applied
to balance the search organization. G1 is calculated using Equation (23), which presents
different movements of the algorithm that are employed to follow the target through the
escape. G2 is generated using Equation (24), which denotes a diminishing from 2 to 0 that
is employed to follow the target through the escape from the initial position (1) to the final
position (t). X(t) is the actual defined solution at the ith generation.

QF(t) = t
2×rand−1
(1−T)2 (22)

G1 = 2× rand− 1 (23)

G2 = 2×
(

1− t
T

)
(24)

where QF(t) denotes the value of a quality function at the ith generation. rand represents
the value of a random variable fixed in the range of [0, 1], t is the actual generation, while T
is the total number of generations. Levy(D) denotes the function of the levy flight division,
which is given in Equation (13).

5. Fitness Function Formulation

The problem of the adjustment of the parameters of controller gains haWe revise it,
please confirs become a big task for scientific researchers because of the fact that there are a
lot of techniques that exist in the literature. Each technique has its own specifications and
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calculation parameters. Lastly, the optimization techniques play a significant role in the
parameter tuning of these controllers. A novel proposed AO algorithm was selected in this
study for this adjustment.

The tuning of the FOPID controller gains (Kp, Ki, Kd, µ, and λ) is achieved using the
AO algorithm. The fitness function was chosen as the integral of the time-weighted absolute
error (ITAE). The ITAE heavily penalizes errors during the simulation time to obligate the
system to track the exact global MPP [74]. Thus, the fitness function formulation is given in
Equation (25):

Fitness_value =
N

∑
n=1

(∣∣∣∣0− dP
dV

∣∣∣∣(nt)(t)
)

(25)

where nt is a time parameter and t indicates the sample time. The flowchart shown in
Figure 9 represents the optimization process.
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The best set gains obtained by the FOPID controller are attained and further integrated
into the PV system process in order to lead the system’s response towards a steady state.
Therefore, the fitness function value should be at the minimum value to keep the PV system
continuously tracking the MPP. The standard conditions of irradiation and temperature
of 1000 W/m2 and 25 ◦C are fixed during the tuning phase, while the computation of the
fitness value is accomplished for 0.005 s. Thus, in this study, the calculation process was
performed in the environment of MATLAB 2016b with a held sample time of 10 µs.

In the tuning step, both the FOPID and PID controllers were tuned by the proposed
AO algorithm, but the difference between them was the gains number. The higher and
lower bound limits of the two tuned FOPID and PID controllers are presented in Table 3.
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Table 3. The bound limits for FOPID and PID controllers.

FOPID Parameter PID Parameter Lower Range Higher Range

Kp Kp 0.001 100

Ki Ki 0.001 100

Kd Kd 0.001 100

µ - 0.100 0.95

λ - 0.1 0.95

6. Simulation Results and Discussion

In this part, we conducted a comparative study between the proposed FOPID and
PID controllers and a P&O-based MPPT classical technique. The robustness of our con-
troller tuning was assessed by evaluating MPP tracking under various irradiation and
temperature values. In addition, it was preferable to verify the response speed of the
presented controller’s tuning process under changing climate conditions. Thus, to validate
the effectiveness of our method, we studied several environmental profiles of operating
conditions, including daytime and sinusoidal scenarios. Hence, in order to evaluate the
efficiency of the system’s response, all the mentioned profiles were captured in various
proportions for the attained system signals in both transient and steady-state responses.
Furthermore, we included transient increase and decrease periods in the power curve.
The MPPT controller needed a short time to achieve the maximum power level for the
transition period within a suitable band. Additionally, because of the oscillatory behavior
of the MPPT controllers after attaining the MPP during the transition period, error criteria
were calculated to evaluate the system’s response at the reached MPP. In this study, the
total simulation time of all the environmental profiles was chosen as 1 s in order to interpret
the daytime performance with a scaling of 12 h.

The best achieved parameters of the proposed controller are presented in Tables 4
and 5. Figure 10 shows the fitness value versus the generation plot of the AO and MFO
algorithms. In addition, Figure 11 illustrates the fitness value versus the generation plot
of the FOPID and PID controllers. It can be seen from these figures that the proposed
algorithm outperformed the MFO algorithm in terms of obtaining the minimum fitness
value. Also, the convergence rate using AO appeared to be more rapid in comparison with
MFO. Otherwise, the designed FOPID controller attained the best fitness value compared
to PID, which proves the superiority of FOPID in terms of the control signal.

Table 4. Best parameters of FOPID tuned by AO and MFO.

Controller Proposed Algorithms Kp Ki Kd µ λ Fitness Value

FOPD
AO 69.6734 100.0000 0.0010 0.6398 0.5502 0.0179

MFO 25.3656 99.9312 15.8049 0.5809 0.1000 0.0185

Table 5. FOPID and PID controller parameters tuned using proposed algorithms.

Proposed Algorithms Controllers Kp Ki Kd µ λ Fitness Value

AO
FOPID 69.6734 100 0.0010 0.6398 0.5502 0.0179

PID 93.0756 100 0.0010 - - 0.0186
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6.1. MPPT Controller Performance Tests

Under uniform climate conditions, MPPT controllers offer an elevated response effi-
ciency. Otherwise, to confirm the robustness of the proposed controller, we tested it under
various irradiation and temperature levels. Furthermore, the evaluation of the system’s
responses under quick environmental changes was required. In this sub-section, a quick
variation in the irradiation profile was applied while fixing the temperature at STC (25 ◦C)
and vice versa.

6.1.1. Irradiation Variation for Daytime Profile

Figure 12a represents the test profile of the variable irradiation between a lower value
of 600 W/m2 and an upper value of 1000 W/m2. During this irradiation profile, the
temperature was fixed at the level of 25 ◦C.

The achieved output power results are shown in Figure 12b. It was rapidly observed
that the classical MPPT controller was less effective than the proposed controller under
the lower irradiation values. In addition, in order to analyze the power evaluation during
a daytime profile, four zones are presented (1, 2, 3, and 4), which reflect the progression
of rising and dropping. The proposed MPPT techniques were evaluated at each zone of
the power profile. The mentioned zones present the captured power, which describes the
system performance of the MPPT controllers at the mentioned zones. Hence, in order to
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investigate the schematic and numerical forms, the attained system responses are denoted
for the comparison of their effectiveness.
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profile. (b) Power response.

The four zones (1, 2, 3, and 4) presented in Figure 12b showed a rise and a drop in
the power amount at the mentioned zones. In addition, Table 6 depicts the results of the
performance index (PI) under the daytime irradiation profile. It can be obviously seen
that the studied FOPID controller gave a low overshoot value compared with the PID and
P&O-based MPPT techniques. In addition, as can be seen from the power curves of zones
2 and 3, a rise in the irradiation level was accompanied by an increased power level. In
this case, all the MPPT techniques had unstable behaviors during the tracking of the MPP
except for the proposed FOPID controller, which kept the power tracking stable during this
transient part. The effect of the parameters on the proposed FOPID always obligated the
process to follow the set point. At zone 4, a decrease in the power level due to a drop in the
irradiation amount was noticed. The robustness of the proposed controller was attained
compared with the other controllers based on MPPT.

Table 6. Results of PI under daytime irradiation profile.

PI Zone FOPID PID P&O

Overshoot (W)

1 - - -

2 2.9346 × 10−4 0.1486 2.1457 × 10−3

3 0.0031 0.0040 0.0044

4 0.0147 0.0147 0.0180

6.1.2. Irradiation Variation for Sinusoidal Profile

Because of the linearity of the previous daytime profile and in order to test the pro-
posed method under non-uniform irradiation, the following test profile contained a non-
linear signal, which was the sinusoidal scenario. Figure 13a shows the sinusoidal profile
test with the irradiation changing between 900 W/m2 and 1000 W/m2. In addition, the
operating temperature was kept at 25 ◦C (STC) during this profile test.
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Figure 13b presents the output response during the sinusoidal irradiation scenario test.
The results of the PI under the sinusoidal irradiation profile are shown in Table 7. Clearly,
the system response had no unexpected changes according to the smooth irradiation
changes. Furthermore, in order to examine the system response performance, four test
zones were involved in this scenario, which were 1, 2, 3, and 4, in order to evaluate the
system responses for all the MPPT techniques.

Table 7. Results of PI under sinusoidal irradiation profile.

PI FOPID PID P&O

Overshoot (W) 4.5088 × 10−4 5.0118 × 10−4 Out of zone

The four zones (1, 2, 3, and 4) shown in Figure 13b denote the enlarged responses for
the three MPPT techniques. Hence, in order to investigate the schematic and numerical
forms, the achieved system responses are shown with comparisons of their effectiveness.
From these zones, it can be observed that the suggested FOPID controller obtained a lower
overshoot in contrast to the other MPPT techniques. The proposed FOPID was able to
adapt to environmental variations and presented a minimum divergence from its planned
power position, which proves its advancement compared with the other techniques.

6.1.3. Temperature Variation for Daytime Profile

In this test profile, the temperature bounds were taken as the real magnitude of the
desert area in the south of Algeria between a lower level of 30 ◦C and a higher level of
48 ◦C. Furthermore, the irradiation value was kept at 1000 W/m2 (STC) during the present
temperature test profile. Figure 14a shows the daytime temperature profile used in this
part of the work.

The three zones (1, 2, and 3) shown in Figure 14b present the power responses of
the temperature variation for the daytime profile. As mentioned, the changes in the
temperature did not result in severe variations in the system behavior in contrast with
the changes in the irradiation. In addition, the system behavior was examined at the
three test zones, which were zones 1, 2, and 3, respectively. It can be observed that the
suggested FOPID controller at zones 1 and 3 gave the minimum undershoot compared to
the other controllers based on MPPT. Zone 1 was located in the transient period with a rise
in the system response. Otherwise, zone 3 presented a stable system response due to the
temperature change.
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Table 8 denotes a comparison of the PI of the three controllers. As noted, the PI value
presented minimum variations in contrast to the daytime profile of the variation in the
irradiation. From this table, these results again confirmed the capability of the FOPID
controller to accurately attain the MPP under varying temperature conditions in terms of
the daytime profile compared to the other MPPT-based controllers.

Table 8. Results of PI during daytime temperature profile.

PI FOPID PID P&O

Overshoot (W) 2.3340 2.5665 Out of zone

6.1.4. Temperature Variation for Sinusoidal Profile

The sinusoidal profile test is presented in Figure 15a. The evolution of the temperature
signal test was fixed between the lower and higher values of 20 ◦C and 48 ◦C, respectively.
During the applied temperature profile test, the irradiation value was kept constant at
1000 W/m2 (STC).
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Figure 15b presents the output power response obtained during the sinusoidal tem-
perature profile. To confirm the robustness of the system response, three zones (1, 2, and
3) were chosen in this part for all the MPPT-based controllers. Table 9 presents the PI of
the output system responses attained with the applied controllers during the sinusoidal
temperature profile. The zones 1, 2, and 3 denote the enlarged responses obtained with the
three MPPT controllers. The achieved system responses are shown with comparisons of
their effectiveness.

Table 9. Results of PI during sinusoidal temperature profile.

PI FOPID PID P&O

Overshoot (W) 5.0186 5.0980 Out of zone

Additionally, it can be noted from these figures that the suggested FOPID controller
ensured a lower ripple compartment compared to the other MPPT controllers. Nevertheless,
it is clear to say that the behavior of the FOPID controller’s response presented a better
performance compared to the PID controller in the case of the sinusoidal temperature profile.
It was noted that the temperature changes had a lesser effect on the system response in
contrast to the variation in the irradiation. As mentioned above, zone 1 depicts the top
of the response allure, while zones 2 and 3 illustrate the bottom of the response allure.
The proposed FOPID controller had better performance indices compared to the other
competitive controllers.

7. Robustness Test

Load Variation

A test simulation was conducted to evaluate the performance of the PV array and
the implemented MPPT control system under varying loads. During the execution phase,
the resistive load was connected to the boost converter terminal. Load variations were
tested in conjunction with irradiance variations following a daytime profile. This scenario
was chosen due to the significant impact of irradiance changes on the output power
compared to temperature changes. To assess the impact of load fluctuations on the PV
system’s performance, the load was separately increased and decreased by 10% of its
nominal value. This test effectively evaluated the performance of the proposed controllers.
Figures 16 and 17 illustrate the output power response to the load variations with the
proposed controllers. From the captured zones (1, 2, and 3), the results clearly demonstrated
that the suggested controller maintained its reputation and exhibited a robust performance
in response to the load variations, efficiently tracking the MPP. Additionally, the FOPID
controller demonstrated its capability to track the MPP with minimal power losses when
compared to the other controllers.

Performance Indices Test

To facilitate a more comprehensive comparison and assess the effectiveness of each
proposed controller design, various performance indices related to the system output
power were utilized and are presented in Table 10 for each controller.

From the performance indices presented in this table, it became evident that the
FOPID controller consistently yielded the lowest error across the various functions and
scenarios when compared to both the PID and P&O techniques. This superiority can be
attributed to the higher emphasis placed on minimizing both the error and time in the
optimization criteria, validating the efficacy of the proposed controller. Furthermore, it is
clear that the FOPID controller consistently demonstrated the lowest control costs in all
cases, outperforming all the other controllers in this aspect.
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Table 10. Performance indices values with different proposed controllers.

Controllers ISE IAE ITSE ITAE

Irradiation
variation for

daytime profile

P&O 0.0101 0.0283 0.0026 0.0073

PID 0.0264 0.0452 0.0068 0.0117

FOPID 0.0015 0.0109 3.8856 × 10−4 0.0028

Temperature
variation for

daytime profile

P&O 0.0028 0.0110 0.0017 0.0068

PID 0.0061 0.0169 0.0038 0.0106

FOPID 3.3339 × 10−4 0.0035 2.0605 × 10−4 0.0022

8. Conclusions

In this study, a new AO algorithm was applied to tune the suggested MPPT-based
controllers. A PV solar module associated with a boost converter was utilized. A robust
FOPID controller was investigated based on fractional calculus to extract the maximum
power. The FOPID controller parameters were optimally attained using the AO algorithm.
To test the robustness of the proposed controller, we tested it in large simulation scenarios
of climatic profiles, including irradiation and temperature variations with various periods
of rising, steady-state, and dropping patterns. The output system responses were evaluated
by the use of a performance index. The ITAE was carried out as a fitness function to
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optimize the controller parameters and demonstrate the performance of the proposed
scheme. The simulation results proved that the suggested FOPID controller better adapted
to the fluctuation generated compared to the classical PID controller and P&O techniques.
The proposed algorithm achieved the minimum fitness value. Also, the AO algorithm
converged more rapidly compared to the MFO algorithm. Our proposed FOPID controller
tuned by AO showed superiority for all the tested scenarios of irradiation and temperature
variations and provided a high efficiency in the tested PV system.
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Nomenclature

Variables Abbreviations
µ Differentiator of order MPP Maximum power point
λ Integrator of order PV Photovoltaic
Iph Photocurrent PID Proportional integral derivative
Is Diode saturation current FOPID Fractional order proportional integral derivative
Rs Series resistor AO Aquila optimizer
Rsh Parallel resistor MFO Moth flame optimizer
K Boltzmann constant P&O Perturb and observe
A Diode ideality factor DC Direct current
q Electron charge IC Incremental conductance
T Temperature in Kelvin FPA Flower pollination algorithm
Ns Series number of PV cells PSO Particle swarm optimizer
Np Parallel number of PV cells LED Light-emitting diode
V Output voltage ANN Artificial neural network
I Output current STC Standard test conditions
Vin Input PV system voltage SMC Sliding mode controller
Vout output PV system voltage FL Fuzzy logic
d Duty cycle parameter NPID Nonlinear proportional integral derivative
Kp Proportional gain SDM Single-diode model
Ki Integral gain IGBT Insulated gate bipolar transistor
Kd Derivative gain MOSFET Metal-oxide-semiconductor field-effect transistor
Γ Euler’s gamma function ITAE Integral of time-weighted absolute error
X Population of defined solution ISE Integral square error
Xi ith solution position IAE Integral absolute error
N Maximum number of populations ITSE Integral time square error



Math. Comput. Appl. 2023, 28, 99 23 of 26

Dim Problem dimension space
rand Value between 0 and 1
LBj jth minimum limit
UBj jth maximum limit
X1 (t+1) Solution of the following generation of t
Xbest (t) Superior solution of ith generation
XM Mean value of location
XR Random solution between 1 and N
D Dimension search size
Levy (D) Levy flight division function
S Fixed value of 0.01
r1 Value from 1 to 20 during the search cycles
U Value of 0.00565
QF(t) Quality function
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