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Abstract: Image interpolation is a basic operation in image processing. Lots of methods have
been proposed, including convolution-based methods, edge modeling methods, point spread
function (PSF)-based methods or learning-based methods. Most of them, however, present a high
computational complexity and are not suitable for real time applications. However, fast methods are
not able to provide artifacts-free images. In this paper we describe a new image interpolation method
by using scanning line algorithm which can generate C−1 curves or surfaces. The C−1 interpolation
can truncate the interpolation curve at big skipping; hence, the image edge can be kept. Numerical
experiments illustrate the efficiency of the novel method.
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1. Introduction

Image interpolation, also known as image super resolution, has recently become a hot topic
in the field of computer vision and computer graphics due to the increasing number of practical
applications of the algorithms proposed. The aim is to improve the resolution of a low resolution
(LR) image/video to obtain a high-resolution (HR) one which is able to preserve the characteristics of
natural images/videos. The interpolation methods are implemented in a variety of computer tools like
printers, digital TV, media players, image processing packages, graphics renderers, and so on. In this
paper, we propose a method to generate high-resolution image from a single low-resolution image by
a simple C−1 interpolation, which runs very fast.

In recent years, many image interpolation or super resolution algorithms have been proposed [1,2],
and they can be classified into five categories: based on the point spread function (PSF) method,
learning-based method, edge-directed method, geometry-based method or polynomial-based method.

1.1. PSF-Based Interpolation

These methods are constructed based on the PSF, and it is assumed that the LR image is generated
by down-sampling from the HR image according to a convolution model as described in Equation (1)
where Y denotes the LR image and X the unknown HR image, D is the down-sampling matrix, and
N is the noise. The image interpolation is regarded as an inverse problem to solve the unknown HR
image data [3,4].

Y = DX + N. (1)

But usually this inverse problem is ill-posed, so we can only find a optimized solution. An extra
regular term is usually required to ensure the smoothness of the HR image and it makes the question
more complex. Due to the large amount of image data, the inverse problem solution is usually
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time-consuming. Qi Shan et al. [5] proposed a fast image/video upsampling method by a feedback
control framework based on graphics processing unit (GPU).

1.2. Learning-Based Interpolation

By this method, the HR image patches are recovered from the counterpart of LR patches, and
the down-sampling matrix D in Equation (1) is not pre-defined, but is learned from a training set [6].
The training set is a database of LR and HR image pairs, usually with a relative scale factor of 2.
Then we can recover a most likely HR image according to the training set. Under this framework,
Markov random field [7] and sparse representation [8] are also introduced. Recently, deep learning
based image super resolution has become a hot topic in image processing [9].

1.3. Edge-Directed Interpolation

Since edges are visually attractive to the human perceptual system, many algorithms focus on
edge-directed interpolation methods [10,11]. The main idea of these methods is to preserve the edge
sharpness during the image interpolation process. The intuitive way is to explicitly estimate the edge
orientation and then interpolate along the edge orientation. Some adaptive interpolation methods
focus on preserving sharp edges of images, these adaptive and edge-oriented algorithms [12] are also
classified into this category.

1.4. Geometry-Based Method

In recent years, geometry-based image processing methods [13–15] become more and more
popular, some geometric tools or computer graphics tools, such as gradient meshes [16], Delauney
triangulations [17] and subdivision are introduced to image processing. In our previous work, we
proposed a subdivision based image interpolation method [18]. The subdivision method possessed
a tangent vector, by adjusting the tangent vector, we can control the sharpness at image edges.
This method is also based on a continuous model, and its tangent vector may be affected by
image noises.

1.5. Polynomial-Based Interpolation

Polynomial-based interpolation methods are simple and most often used. The nearest neighbor
interpolation, bi-linear interpolation, bi-cubic interpolation and cubic B-spline interpolation belong to
this category. They are usually implemented by convolving an image with a convolution kernel as
the weighting function [19]. These methods run very fast, but they usually cause blurring on image
edges because the kernels are continuous functions. Blending kernels [20] and two-dimensional cubic
convolution kernels [21] have been proposed to improve it.

The PSF-based method, learning-based method, edge-directed method and geometry-based
method mentioned above are very efficient in keeping the edge sharping of HR images, but most of
them are time-consuming, especially the learning based method. The polynomial-based methods are
almost real-time, but they do not handle the image edges specially. In this paper, we propose a novel
image interpolation algorithm based on discontinuous B-spline, which we called C−1 interpolation.
It can generate interpolation curves with discontinuous points at image edges, hence it can preserve
the sharpness of images from the theoretical foundation. While in flat area, our interpolation becomes
the classical B-spline interpolation. In general, our method runs as the B-spline interpolation in most
of the image area except image edges which are processed specially by C−1 interpolation.

2. C−1 Interpolation

Interpolation is a general tool in geometric design, it aims to generate fairing (piecewise)
polynomial curves/surfaces while keeping smoothness as high as possible. While in some practical
applications such as computer aided design (CAD), simulating deformations of objects, animation,
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etc., only interpolation and smoothness are not enough, and some geometrical or physical constraints
are necessary, such as arc length constrained curve design [22,23], subdivision surfaces with boundary
curves and cross boundary derivatives [24], modified Catmull-Clark or Loop subdivision, which can
interpolate given normals [25], or constrained subdivision surfaces interpolating a given curve [26,27].
These methods may not be smooth near some extraordinary points, but they are all continuous
everywhere. In image interpolation, the interpolation should be interrupted at big data skipping
to maintain image edge sharping. In this paper, we describe a new interpolation method with
some discontinuous points, which we called C−1 interpolation, because its smoothness is less than
C0 continuous.

Discontinuous interpolation may be implemented by combining several piecewise interpolation
curves/surfaces, but it is not convenient for real application. We adopt a kind of B-spline interpolation
with replicative knots, and the C−1 interpolation is a kind of modified B-spline that is discontinuous at
some knots. A B-Spline curve is constituted of some piecewise polynomials defined on some knots,
and it is formulated as

p(t) =
n

∑
i=0

pi Ni,k(t). (2)

where {pi} are control vertices, and Ni,k(t) is the i−th basis function of a k order B-Spline [28] defined
on knots vector T which is defined as

T = [
︷ ︸︸ ︷
0, · · · , 0, · · · ,

︷ ︸︸ ︷
b, · · · , b, · · · ,

︷ ︸︸ ︷
1, · · · , 1].

where b (0 < b < 1) is the inner knot with replicative number k. For a inner knot with replicative
number r, the smoothness of the B-Spline curve at this knot is k − 1− r. Hence, the curve will be
discontinuous. In this paper, we just modify the quasi-uniform B-spline knot by setting some inner
knots with replicative number k. Figure 1 illustrates a C−1 interpolation with two discontinuous points,
Figure 1a is the traditional B-spline curve, and Figure 1b is discontinuous B-spline interpolation.

(a) (b)

Figure 1. B-Spline interpolation with two discontinuous points. (a) is the traditional B-spline; (b) is the
discontinuous B-spline.

3. Algorithm and Experiment Results

The key point of image interpolation method base on C−1 is to construct knot vectors with
replicative inner knots according to the image big skip. Hence, the first step is to determine the image
edge points, we adopt the scanning line algorithm here to detect image edges.

For a scanning line y = i, which denotes the i−th line of an image, we set a threshold
thres = (max(Ii) − min(Ii))/4. If ‖∆Ii(j)‖ > thres, then a node with j is added to a linked list,
where ∆Ii(j) = Ii(j + 1)− Ii(j).

According to the analysis above, our algorithm is described as follows.
For each line of the LR image,
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Step1. For i−th line of an image, determine the edge point with the scanning line algorithm.
The big skip points are stored in a linked list.

Step2. Construct a knot vector T according to the linked list. For node j, let tj = tj+1 = · · · =
tj+k−1. Other knots are determined uniformly.

Step3. Interpolate the i−th line with a C−1 B-Spline determined on knot vector T, where k is set to 3.

For each column of the LR image, replicate step1–step3, and we will get the HR image.
In the next, we will illustrate the efficiency of our new image interpolation algorithm by comparing

some experiments. For convenience, we assume that the scale factor stays the same both horizontally
and vertically. We will compare our method with the bilinear interpolation, the new edge directed
interpolation (NEDI) algorithm [10] , the fast image upsampling [5]. The bilinear algorithm and the C−1

interpolation is implemented on Matlab2014 (MathWorks, Natick, MS, United States), programs of the
NEDI algorithm and fast upsampling algorithm are obtained from the homepage of the authors [29,30].
For a color image, it is usually interpolated through three channels separately and is finally combined
to a color image. In this paper, we convert the RGB model to YUV model, and then interpolate only
on the Y-channel. We test these methods on a variety of images. All the experiments were done on
a Thinkpad laptop (Lenovo, Beijing, China) with Core i3 CPU @1.70 GHz and 4 GB main memory.
2× 2 times enlargement of a color image with resolution 100× 100 typically takes 1 s by our method,
while the NEDI and upsampling method take over 8 seconds CPU time.

In the following, we show the ability of our C−1 interpolation method numerically by calculating
the peak signal-to-noise ratio (PSNR) and the mean structural similarity (MSSIM) [31]. In our
experiments, the test data are obtained as follows. For an original image, we down-sample it to
1
2 ×

1
2 of its original size by bilinear interpolation, and then up-sample it by the mentioned image

interpolation algorithms and finally get the HR images with the same size as the original ones. Here we
choose the Kodak lossless true color image suite [32] with resolution 512× 768 as the test images and
the scale factor is 2× 2. The PSNR values and the MSSIM values of the mentioned methods on the test
images are shown in Tables 1 and 2, respectively. The test images are the baboon (Figure 2) , kodim05
(Figure 3a) and kodim23 (Figure 3b). Here, we can see that the performance of our methods are better
than the others both in PSNR and MSSIM.

(a) (b) (c) (d) (e)

Figure 2. Results of image interpolation. From left to right are: (a) original image; (b) bi-linear
interpolation; (c) new edge directed interpolation (NEDI) interpolation; (d) fast upsampling
interpolation; (e) C−1 interpolation.

(a) (b)

Figure 3. 4× 4 enlargement results of our image interpolation. (a) 4× 4 enlargement result of Kodim05;
(b) 4× 4 enlargement result of Kodim23.
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Table 1. Peak signal-to-noise ratio (PSNR) values.

Bilinear NEDI Upsampling C−1 Interpolation

baboon 24.684 24.072 24.576 25.168
kodim05 23.817 23.545 23.878 24.269
kodim23 31.334 30.828 31.039 32.234

Table 2. Mean structural similarity (MSSIM) values.

Bilinear NEDI Upsampling C−1 Interpolation

baboon 0.7245 0.7041 0.7448 0.7670
kodim05 0.7370 0.7281 0.7534 0.7689
kodim23 0.9249 0.9207 0.9185 0.9335

4. Conclusions

In this paper, we propose a simple but efficient image interpolation algorithm. The algorithm can
automatically generate discontinuous interpolation at image edges, and it can maintain sharpness at
the image edges from the theoretical basis. Some numerical experiments illustrate the efficiency of
the novel algorithm. Compared with other methods, our algorithm is simple. Hence, it is suitable for
hardware implementation and runs very fast.
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