THE TIME SCALE CALCULUS APPROACH TO THE GEODESIC PROBLEM IN 3D DYNAMIC DATA SETS
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Abstract- Geodesics have a fundamental role in the geometry of curved surfaces, as well as in discrete geometry. We present the time scale analogy of the dynamic data sets parameterized by a tensor product of two times scales. The goal of our study is the find the shortest and straightest path between two points on a point cloud like data sets which also involves continuous data.
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1. INTRODUCTION

Geodesics on smooth surfaces can generalize the idea of straight lines whose length does not decrease if it is perturbed in a small neighborhood of any point (disrupted in a small area at any point). From the differential equations viewpoint, geodesics solve the initial value problem which states that from any point of a manifold there starts a unique geodesic in any direction. On smooth surfaces geodesics possess both properties simultaneously, in contrast to the situation in discrete geodesic cases.

In discrete differential geometric concepts, where the polyhedral surfaces play a distinguished role, the geodesic problem can be considered in two manners; as “straightest” and “shortest” curves on triangular mesh elements.

Proposition 1.1 The concepts of straightest and shortest geodesics differ in the following way:
1) A geodesic γ containing no surface vertex is both shortest and straightest.
2) A straightest geodesic through a spherical vertex is not locally shortest.
3) There exists a family of shortest geodesics through a hyperbolic vertex. Exactly one of them is a straightest geodesic.

The concept of shortest geodesics in polyhedral manifolds, and more general Sobolev spaces has been studied by researchers in many fields [1-6]. For applications related to vector fields, this concept has a central missing property, i.e. the initial value problem for geodesics has no unique solution and in hyperbolic vertex cases, has no solution. In [7] authors briefly describe the discrete geodesic problem as follows:

Theorem 1.2 (Discrete IVP) Let Mₜ be a polyhedral surface and p ∈ Mₜ a point with polyhedral tangent vector v ∈ TₚMₜ. Then there exists a unique straightest geodesic γ with
γ(0) = p
γ'(0) = v,
and the geodesic extends to the boundary of $M_h$.

In this study, we consider regularized point clouds as the discrete manifold in ambient space $\mathbb{R}^3$, and define the geodesics on them. By using the unification idea of time scale calculus, we consider those geodesics as “shortest” with the variation of the length for a path on data set and “straightest” with the analogues of discrete IVP on time scales. Although we treat the case of data sets in $\mathbb{R}^3$ in this paper, it is easy to generalize the idea to sub manifolds of $\mathbb{R}^N$.

2. METHOD

The time scale calculus introduced by Stephan Hilger is a powerful tool to unify discrete and continuous analyses. Since it involves both characteristics of continuous and discrete ideas, it is also superior for discretization processes. For the sake of simplicity, we will refer you to such distinguish studies as [8-9] for the theory of time scale calculus. Also such studies as [10-12] are helpful to get into the geometry behind this theory, and one may take in account as the first geometric discretization step by using time scale calculus. The most significant difference for the theory arises from the product rule for delta derivative. This difference also leads us to the non-commutative geometry of the Quantum universe. Because of the lack of instrumental and computational possibilities, we avoid geometry with $q$-integers. This is the unique and attractive example of time scales throughout this study.

The term “dynamic data sets” comes from the idea of dynamic behavior of time.

**Definition 2.1:** Let $T_1$ and $T_2$ be two arbitrary time scales. The tensor product

$$\Lambda^2 = T_1 \times T_2 = \{(t, s) \mid t \in T_1, s \in T_2\}$$

is called dynamic data set in 2D. Moreover, let us define such map $\varphi: \Lambda^2 \to \mathbb{R}^3$ which satisfies the property of $\Delta$-regularity, i.e.,

$$\frac{\partial \varphi}{\Delta t} \times \frac{\partial \varphi}{\Delta s} \neq 0.$$ 

Therefore the set

$$\Lambda^3 = \{(t, s, \varphi(t, s))\}$$

is called dynamic data set in 3D.

It’s easy to see that $\Lambda^2$ and $\Lambda^3$ are both closed subsets of $\mathbb{R}^2$ and $\mathbb{R}^3$, respectively. By the $\Delta$-regularity feature, it’s possible to put such a vector space into the dynamic data set with respect to partial differences.

**2.1. The Geodesic Dynamic Equation**

Consider 3D dynamic data set $\Lambda^3$, with the parametric map $\varphi: \Lambda^2 \to \Lambda^3$. We assume that $\varphi$ is a $\Delta$-smooth immersion, i.e., the delta differential of $\varphi$ is injective for all $x \in \Lambda^2$.

**Definition 2.2** Let $\mathcal{T}$ be a time scale. The function $\gamma$ is called a path on $\Lambda^2$ if it is increasing. Moreover, the composite function $\varphi \circ \gamma: \mathcal{T} \to \Lambda^3$ is called a path on 3D dynamic data set.
The length of this path on $\Lambda^3$ can be computed by the means of metric tensor on the data set as follows:

$$L_{\Lambda^3}(\gamma) = \int_a^b \left\| \frac{d}{dt} (\varphi \circ \gamma) \right\| \Delta t$$

,where $\Delta$ is the delta differential operator of $\bar{T}$ and $t \in [a, b] \subset \bar{T}$. Since $\gamma$ is an increasing function, it’s possible to apply the chain rule. Hence

$$L_{\Lambda^3}(\gamma) = \int_a^b \left\| \Delta \varphi_{\gamma(t)} \cdot \bar{\gamma}(t) \right\| \Delta t$$

$$= \int_a^b \sqrt{\Delta \gamma(t)^T \cdot \Delta \varphi_{\gamma(t)} \Delta \varphi_{\gamma(t)} \cdot \bar{\gamma}(t) \Delta t}$$

,where $\Delta$ is the delta differential operator of $\bar{T} = \gamma(\bar{T})$.

This result leads us to obtain an inner product at $u = \varphi(p) \in \Lambda^3$ defined by

$$g_u(v, w) = (\Delta \varphi_u^v, \Delta \varphi_u^w)$$

$$= v^T \Delta \varphi_u^v \Delta \varphi_u^w$$

Using this inner product involves a tensor metric; it’s possible to write the length of a path on data set as

$$L_{\Lambda^3}(\gamma) = \int_a^b \sqrt{g_{\gamma(t)} \left( \gamma(t), \gamma(t) \right) \Delta t}$$

intrinsically. For $\gamma(t) \in \Lambda^2$, we let $G_{\gamma(t)}$ be the 2 by 2 matrix $\Delta \gamma(t)^T \Delta \gamma(t)$ corresponding to the inner product $g_{\gamma(t)}$. Observe that, $G_{\gamma(t)}$ is invertible since it corresponds to a positive definite (and hence non-degenerate) inner product.

To obtain the shortest characterization of geodesic paths on $\Lambda^3$, we first need to analyze the variation of the paths between given points and then construct the system of dynamic equations.

**Theorem 2.3:** Let $\Gamma = \varphi \circ \gamma$ be a $\Delta$-differentiable path and $\Gamma_\lambda: \bar{T} \to \Lambda^3$ be the family of paths on $\Lambda^3$ with $|\lambda| < \varepsilon$, $\Gamma_0 = \Gamma$. Then we have

$$\frac{d}{d\lambda} L_{\Lambda^3}(\Gamma) = - \int_a^b \left( \frac{d}{d\lambda} \Gamma_\lambda (\bar{\varphi}(s)) \right) \Gamma_{\Delta \lambda} (s) \Delta s.$$ 

**Proof**

$$\frac{d}{d\lambda} L_{\Lambda^3}(\Gamma) = \int_a^b \left\| \Gamma_{\Delta \lambda} (s) \right\| \Delta s = \int_a^b \frac{d}{d\lambda} \sqrt{\Gamma_{\Delta \lambda} (s) \Gamma_{\Delta \lambda} (s) \Delta s}$$
\[
\begin{align*}
\Gamma(s) &= \int_a^b \left( \frac{d}{d\lambda} \Gamma\check{\lambda}(s) \right) \Gamma\check{\lambda}(s) \Delta s \\
&= - \int_a^b \Gamma\check{\lambda\lambda}(s) \left( \frac{d}{d\lambda} \Gamma\check{\lambda}(s) \right) \Delta s.
\end{align*}
\]

**Theorem 2.5** A \(\check{\lambda}\)-differentiable path \(\Gamma\) parameterized by arc length is a geodesic path if and only if \(\Gamma\check{\lambda\lambda}(s) = 0\) for all \(s \in T\). Moreover, let \(\Lambda^3\) be a 3D dynamic data set. For all \(p \in \Lambda^3\), and any \(\Delta\)-tangent direction \(v\) the initial value problem

\[
\begin{align*}
\Gamma\check{\lambda\lambda}(s) &= 0 \\
\Gamma(0) &= p \\
\Gamma\check{\lambda}(0) &= v
\end{align*}
\]

has unique solution \(\Gamma\).

**Corollary 2.6:** Let \(\varphi: \Lambda^2 \to \Lambda^3\) defined by \(\varphi(u(t), v(t))\), where \(t \in T, u \in T_1, v \in T_2\). Then \(\varphi(u(t), v(t))\) is the shortest path between two points in \(\Lambda^3\) if and only if following nonlinear system of partial dynamical equations is satisfied:

\[
\begin{align*}
0 &= u\check{\lambda\lambda}(\varphi(A^1))^2 + u\check{\lambda\sigma} u\check{\lambda} \varphi(A^1) \varphi(A^1) + u\check{\lambda\sigma} v\check{\lambda} \varphi(A^1) \varphi(A^2) + v\check{\lambda\sigma} u\check{\lambda} \varphi(A^1) \varphi(A_2) \\
&\quad + v\check{\lambda\sigma} v\check{\lambda} \varphi(A^1) \varphi(A_2), \\
0 &= v\check{\lambda\lambda}(\varphi(A^2))^2 + u\check{\lambda\sigma} u\check{\lambda} \varphi(A^2) \varphi(A^1) + u\check{\lambda\sigma} v\check{\lambda} \varphi(A^2) \varphi(A_2) + v\check{\lambda\sigma} u\check{\lambda} \varphi(A^2) \varphi(A_2) \\
&\quad + v\check{\lambda\sigma} v\check{\lambda} \varphi(A^2) \varphi(A_2).
\end{align*}
\]

### 3. EXAMPLES

For the numerical interpretation of our method, we solved the IVP given in Corollary 2.6 as solving a dynamic equation. Since there isn’t any unified numerical method for dynamic equations, we considered our equation as difference and differential equation for the convenient data points, and then applied a finite difference method for the solutions. Geometric results are given in the following examples for different data sets.

**Example 3.1.** Let \(T_1 = \{ t^2 \mid t \in Z_{100} \}\) and \(T_2 = \{ \sqrt{s} \mid s \in Z_{100} \}\). For \(\varphi: \Lambda^2 \to R^3\), let us define \(\varphi(t, s) = (t\sqrt{s}, s + t^3, s - t)\) and \(\varphi(\Lambda^2) = \Lambda^3\). Therefore it is possible to obtain the shortest path between the two arbitrary points we choose as follows:
Example 3.2. Let $T_1 = \{ t \mid t \in Z_{100} \}$ and $T_2 = \{ s \mid s \in Z_{100} \}$. For $\varphi : \Lambda^2 \to R^3$, let us define $\varphi(t, s) = (e_1(0, s), e_1(0, t), s/t)$, where $e_p(u_0, u)$ are exponential functions and $\varphi(\Lambda^2) = \Lambda^3$. To obtain the shortest path between the two arbitrary points we choose as follows in different directions:

Example 3.2. Let $T_1 = \{ 1/t \mid t \in Z_{100} \}$ and $T_2 = \{ 2s \mid s \in Z_{100} \}$. For $\varphi : \Lambda^2 \to R^3$, let us define $\varphi(t, s) = (s - t^3, ts, s^2 - t)$, and $\varphi(\Lambda^2) = \Lambda^3$. To obtain the shortest path between the two arbitrary points we choose as follows in different directions:
4. DISCUSSION

The method we present in this study is quiet new and may be considered as the first unification attempts of discrete and continuous geodesic problems. Although the dynamic data set we present is pretty regular, it's is possible to regularize the data sets of real world problems by well known methods and then apply the time scale approach to obtain the geodesic like curves and paths between two points before computer aided geometric design processes such as triangulation and rendering. Also the method is convenient to construct such linear splines between data points and apply well known graph path algorithms. With the help of linear splines one can also complete the region of discrete parts with the rectangular mesh elements and study other geometric properties such as flows, vector fields and bending energies. Topological changes and computational complexity are the most significant handicaps of our method. The fast graph algorithms on discrete parts and \( \alpha \)-shapes approach will be considered to solve those problems for future studies.
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