
Mathematical and Computational Applications, Vol. 16, No. 1, pp. 13-22, 2011. 
© Association for Scientific Research

AUTOMATED EXTRACTION OF SEMANTIC WORD RELATIONS IN 
TURKISH LEXICON

Zeynep Orhan 1, İlknur Pehlivan 1, Volkan Uslan 2, Pınar Önder1

1Computer Engineering Department, Fatih University, 
34500, Buyukcekmece, Istanbul, Turkey

zorhan@fatih.edu.tr, firstnoor@gmail.com, pinaronder@gmail.com
2Computer Engineering Department, Mevlana University, 

42003, Selçuklu, Konya, Turkey
vuslan@mevlana.edu.tr

Abstract - This paper studies the extraction of semantic word relations found in Turkish 
lexicon. Main goal of the study is to build an effective lexical-conceptual database and 
contribute to natural language processing (NLP) studies in Turkish. Fundamental word 
relations to be studied are meronymy (part-whole), synonymy, antonymy and 
hypernymy (hierarchical). This study is an improvement of an earlier work [1] on 
semantic relations of Turkish lexicon. It was inspired by well known projects such as 
Rose [2], ThinkMap [3], and WordNet [4]. An online dictionary provided by Turkish 
Language Foundation (TDK) [5] is used as the corpus in this study. The dictionary 
contains more than 63K lexemes. Morphological analysis are done by using a tool 
called Zemberek [6]. The results are presented by means of obtained noun-pairs and 
their accuracy. 
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1. INTRODUCTION

Turkish language is spoken with different accents and dialects in many different 
geographical areas over the world [7]. Despite its common usage, Turkish is a lesser
studied language in interdisciplinary applications, such as computational linguistics 
(CL), NLP and artificial intelligence.

Words are the fundamental building blocks of the communication, thinking, and 
decision making cognitive processes. While the learning process of words takes place, 
most of the information related to these words is also kept in the background. Although, 
the most commonly used dictionaries have been transferred to the electronic 
environment and have been utilized by information technologies in the last decade, they 
generally provide only the words and their definitions. However, various useful 
information and features and relationships among them can not be represented. 
Therefore, the valuable data can not be facilitated by many other applications. Storing 
the words along with their various features and relationships in a knowledge base, 
implementation of WordNet that allows demonstration of wide variety of relationships 
between words is aimed to put together in the context of this study [8].

Traditional dictionaries have some fundamental features and generally word and its 
definition is the most commonly shared feature. In the context of this study, all useful 
features that are provided in traditional dictionaries is brought together, and 
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additionally, insertion of new words and definitions, description of different 
relationships between words and association of words by these predefined relations, 
automatic inference of new relationships by considering the interaction of the relations 
are provided as the fundamental utilities. In the meanwhile, the semantic annotations are
protected by keeping the link between the words and their various senses. An interface 
will be formed that simulates human language acquisition process and collects the 
information via internet by the contribution of many people. The system currently 
obtains the required knowledge from existing resources. However, the data formed in 
this environment will be controlled by experts before the direct transfer to the 
knowledge base and only the approved ones will be allowed to permanently effect for 
further processing steps. 

While it is possible to find applications that have some specific features and 
relationships of the words for English such as WordNet [4] [9] and other languages, it is 
not possible to utilize these applications for Turkish language. 

ThinkMap Visual Thesaurus [3] is an interactive dictionary and thesaurus which 
creates word maps that blossom with meanings and branch to related words. Its 
innovative display encourages exploration and learning. The word relations are 
represented by visual interactive components. Semantic inference, in addition to the 
other resources, a database that includes the relationships between words and terms in 
the language is needed. There are various studies to create such databases in the 
literature.

The Teach Rose Project [2] that has been started in the first quarter of 2007 for 
English has a close relationship with this study. It is simulating the learning mechanism 
of a child named Rose by an approach called Hive Mind. Hive Mind uses the theory that 
if everyone contributes a tiny bit, much likes bees in a bee hive; a massive bee hive can 
be built. Rose simulates human intelligence by participating in dialogue with site 
visitors, building vocabulary, building associations, and asking questions.

The most commonly used resource in these studies is WordNet [4] [9] which includes 
synonym sets for nouns, verbs and adjectives and some semantic relations between 
them. WordNet first appeared after five years of study with a great labour and taken up 
a lot of time and includes 150.000 word formats consist of one or more words and 
115.000 synonym sets. WordNet uses a hierarchic structure that includes hypernym and 
hyponym relations. Hypernyms are extracted from descriptions, and then this process is 
used to obtain new hypernyms by using new inferences.

Information in WordNet is organized around logical groupings called synsets. Each 
synset consists of a list of synonymous words or collocations (e.g. "fountain pen”, "take 
in"), and pointers that describe the relations between this synset and other synsets. A 
word or collocation may appear in more than one synset, and in more than one part of 
speech. [10].

The following example illustrates this situation. The word “yüz” in Turkish has senses 
like “to swim, a hundred, face, etc.” and whenever a relationship is needed between the 
“sayı” (number) and “yüz” the sense that is “a hundred” has to be linked and the rest of 
the senses will be irrelevant.
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2. IMPLEMENTATION

2.1.Rule Extraction
The study of words in the goal of understanding their meanings and how they relate to 

each other is very large and complex field in itself. Aiming to render this information 
usable by a computer presents an even larger problem. The major goal is analyzing the 
definitions given in the Turkish XML lexicon to find the relationships between the 
words. It is required to analyze the meaning of the defining sentences from the XML 
tags <kelime> and <grup_anlam> to achieve this and in that respect semantic 
knowledge has been concentrated on. Typical relationships and a few examples that can 
be used in this application are given in Table 1.

Table 1. Typical relationships and their examples
RELATION EXAMPLE
Kind-Of Fasulye(bean) bitki(plant)
Amount-Of Hektar(hectare)-ölçü(measurement) 
Group-Of Manga(squad) –asker(soldier)
Member-Of Burçak(vetch) –baklagil(leguminous)
Synonym Ak (White) – Beyaz(White)
Antonymy Zor (Hard) – Kolay (Easy)

Table 2. Relationships and the corresponding patterns
RELATION                                                     RULES

Kind-Of
Rule1:<X:…Y tipi(dir).>
Rule3:<X:…Y türü(dür).> 

Rule2:<X:…Y çeşidi(dir).> 

Amount-Of
Rule1:<X:...Y birimi(dir).>
Rule3:<X:...Y ölçüsü(dür).>

Rule2:<X:…Y miktarı(dır).>

Group-Of

Rule1:<X:…Y topluluğu(dur).>
Rule3:<X:…Y birliği(dir).>
Rule5:<X:…Y bütünü(dür).>
Rule7:<X:…Y sürüsü.>

Rule2:<X:…Y kümesi(dir).>
Rule4:<X:…Y(den|dan)oluşan topluluk.>
Rule6:<X:…Y tümü).>

Member-Of
Rule1:<X:…Y’nin üyesi(dir).>
Rule3:<X:…..Ysınıfı.>

Rule2:<X:…Y+gillerden(dir).>
Rule4:<X:…Y takımı.>

Synonymy
Rule1:<X: Y (single word).> Rule2:<X:…,Y. 

(after comma, the last word)>

Antonymy Rule1:<X:…Y karşıtı.> Rule2: <X:…Y olmayan.>

Much of the work on semantic relations, from a perspective of extraction of 
information from a dictionary, is done via the analysis of defining formulas. Defining 
formulas correspond to phrasal patterns that occur often through the dictionary 
definitions suggesting particular semantic relations.  

For example, the relations part-of, made-of can be detected directly via the defining 
formulas <X1 is a part of X2>, <X1 is made of X2> whenever the definitions contain 
these patterns. Various rules similar to these have been defined to find the relationships 
between the words and relationships. Then the frequencies of each rule for the related 
relations of the words have been calculated. In the meanwhile, transitive or inverse 
relations have been considered and taken into account. A partial list of rules is provided 
in Table 2. 

On the other hand if the relations were too specific, it would be very hard to find 
formulas for rules from our lexicon that has 63K entries. So the generic rules were 
defined as shown in Table 2 that lists the most frequent defining formulas. The rest of 
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the relations were added by looking through the definition of the words and trying to see 
which relations would be needed.

Table 3. Synonymy rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1 X:Y Bağışlamak: Affetmek
Synonym{bağışlamak, affetmek}

               {forgive, excuse}

Rule2 X:W1 W2...Wn, Y mazeretli:Mazereti olan,  mazur.
Synonym{mazeretli, mazur}

               {excused, exempt}

Table 4. Antonymy rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1
X:W1 W2...Wn, Y

karşıtı.

aç:Yemek yemesi gereken, tok    

karşıtı

Antonym{aç, tok}

               {hungry, satiated}

Rule2
X:W1 W2...Wn Y

olmayan.

ham:Yenecek kadar olgun 

olmayan.

Antonym{ham, olgun}

               {unripe, ripe}

Table 5. Amount-of rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1
X:W1 W2...Wn Y

birimi(dir).

Amper:Elektrik akımında şiddet 

birimi.

Amount-of{amper,şiddet}

               {ampere, amplitude}

Rule2
X:W1 W2...Wn Y

miktarı(dır).

kapasite:Bir işletmenin üretim 

miktarı.

Amount-of {kapasite, üretim}

             {capacity, manufacture}

Rule 3
X:W1 W2...Wn Y

ölçüsü(dür).

aruz:Divan edebiyatı nazım 

ölçüsü

Amount-of {aruz, nazım}

               {prosody,poetry}

Table 6. Member-of rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1
X:W1 W2...Wn Y

üyesi(dir).

Gangster:Yasa dışı işler yapan 

çete üyesi.

Member-of{gangster, çete}

               {gangster, gang}

Rule2
X:Y+gillerden,    

W1 W2...Wn bitki

Ahududu:Gülgillerden, 

böğürtleni andıran, bir bitki

Member-of{ahududu, gülgiller}

               {raspberry, rosaceae}

Rule 3
X:W1 W2...Wn Y

sınıfı

Ilmiye:Din işleriyle uğraşan 

hocalar sınıfı

Member-of{hoca, ilmiye }

              {hodja,  ulama}

Rule 4
X:W1 W2...Wn Y

takımı

Formül:İlkeyi açıklayan  simgeler 

takımı.

Member-of{simge, formül}

               {symbol, formula}

Table 7. Kind-of rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1 X:W1 W2...Wn Y Mavzer:Orduda kullanılan bir Kind-of{mavzer, tüfek}
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tipi(dir). tüfek tipi.                {mauser, rifle}

Rule2
X:W1 W2...Wn Y

çeşidi(dir).
Defne yaprağı:Bir   lüfer çeşidi.

Kind-of{defne yaprağı, lüfer}

    {small-sized bluefish, bluefish}

Rule 3
X:W1 W2...Wn Y

türü(dür).

Atari:Basit programlarla 

düzenlenmiş bir oyun türü

Kind-of{atari, oyun}

              {atari, game}

Table 8. Group-of rules, examples and extracted relations
Rule Def. Formula Example Extracted Relation

Rule1
X:W1 W2...Wn Y

topluluğu(dur).

Cins:Pek çok ortak özellikleri 

bulunan  türler topluluğu.

Group-of{cins, tür}

              {species,subspecies }

Rule2
X:W1 W2...Wn Y

kümesi(dir).

Skala:Bir bestede kullanılan aynı 

türden sesler kümesi.

Group-of{skala, ses}

               {scale,tone}

Rule 3
X:W1 W2...Wn Y

birliği(dir).

Hece:Bir solukta çıkarılan ses 

veya ses birliği, seslem.

Group-of{hece, ses}

               {syllable, tone}

Rule4
X:W1W2...Wnoluşan

Y topluluğu.

Grup:…altında birleştirilmesinden 

oluşan kıta topluluğu.

Group-of{grup, kıta }

  {troop(group), detachment }

Rule5
X:W1 W2...Wn Y

bütünü.

Donanma:Belli bir amaçla 

kullanılan gemilerin bütünü.

Group-of{donanma, gemi}

               {navy, ship}

Rule 6
X:W1 W2...Wn Y

tümü.

Bitki örtüsü: Bir bölgede yetişen 

bitkilerin tümü

Group-of{bitki örtüsü, bitki}

               {flora, plant}

Rule 7
X:W1 W2...Wn Y

sürüsü.
nahır: Sığır sürüsü

Group-of{nahır, sığır}

               {herd, cattle }

2.2.Extracted Relations
In this section from the object group “synonymy, antonymy, amount-of, member-of” 

relations have been analyzed in great detail. Additionally the hierarchical relation is 
shown by the kind-of and a member-of relation extracted from the definitions via 
defining formulas such as shown in the examples below and followed by illustrative 
sentences and the predicates that can be derived from them.

The symbol X is the word entry in the dictionary and Y is another word used in the 
definition of this word. The relation that obeys the given pattern is extracted between 
the word X and Y. The first rule of antonymy relation is   “X:   W1     W2   …................. 
Wn ,   Y    karşıtı.”  and the example is given as  “aç:Yemek yemesi gereken, tok  karşıtı”. 
X matches aç(hungry) W1     W2   …................. Wn , matches “Yemek yemesi gereken,”
and Y matches tok(satiated. Therefore the words  “aç” and “tok” are antonyms.

The defining formulas, illustrative examples and the extracted relations for each 
category are demonstrated in the tables (Table 3-Table 8). 

2.3.Morphological Analysis
Turkish is an agglutinative language and frequently uses affixes, and specifically 

suffixes, or endings [11]. One word can have many affixes and these can also be used to 
create new words, such as creating a verb from a noun, or a noun from a verbal root. 
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Most affixes indicate the grammatical function of the word [11]. The only native 
prefixes are alliterative intensifying syllables used with adjectives or adverbs.

The extensive use of affixes can give rise too long words. To give an example, a 
morphological structure of a word in a Turkish language is given in the following 
example [12]:

Uygarlaştıramadıklarımızdanmışsınızcasına ( (behaving) as if you are among those 
whom we could not civilize/cause to become civilized)

uygar+laş+tır+ama+dık+lar+ımız+dan +mış+sınız+casına

civilized+become+causative+notable+participle+pl+pers1pl+ablative+past+2pl+as if

Therefore all words that are acquired from the patterns have to be morphologically 
parsed to obtain the word stems. Turkish extensively uses agglutination to form new 
words from nouns and verbal stems. The majority of Turkish words originate from the 
application of derivative suffixes to a relatively small set of core vocabulary.

The main problem in our application is stemming the words. Stemming is the process 
for reducing inflectional or derived words in a language to a reduced form that may or 
may not be the morphological root of the words. It is not necessary that the stemmed 
words should give the morphological root of the word. It is sufficient that similar words 
match to similar stem, e.g. the words “call”, ”caller”, ”calls” should match to same stem 
”call” [13].  Following example is detected according to one of the rules of hypernymy 
relation: 

“Ölüm, yangın, deprem vb. olayların yarattığı üzüntü, keder, elem”
The hypernymy relation is found between the word pairs: {“ölüm(death)”, “ 

yangın(fire)”,“ deprem(earthquake)”}, and “olayların(of the events’)” that has some 
suffixes. Morphological analysis is needed to have the stem of the word. To achieve this 
process an open source, platform independent, general purpose NLP library and toolset 
designed for Turkic languages Zemberek is used.

Table 9. Root and the suffix list in Zemberek

1. {Icerik:olayların Kok:olay tip:ISIM} Ekler:ISIM_KOK + ISIM_COGUL_LER 
+ ISIM_TAMLAMA_IN

2. {Icerik: olayların Kok: olay tip:ISIM}  Ekler:ISIM_KOK + 
ISIM_COGUL_LER + ISIM_SAHIPLIK_SEN_IN

Table 9 shows the analysis of the word “olayların” and it has two results. This list 
may contain many different roots, so it will be impossible to find the true root. 
Therefore the root of the beginning element of the list (Kök: olay) is accepted as a 
default root of the word. After this operation the new related word becomes 
“olay(event’)”
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3. RESULTS AND COMPARISON

This section demonstrates the accuracy results of the automatic detection of word 
relations. The results in the tables below indicate that some relations are hard to be 
detected automatically from the definitions. Alternatively, one can also infer that the 
rules employed are not sufficient and some other rules are necessary for these types of 
relations. Additionally the accuracy of the results can be improved and the necessary 
rules can be easily obtained by increasing the rules of the relations. On the other hand, 
some relations can be completely or at least generally detected without further 
modifications and this is promising for some other types of relations.

Table 10. Accuracy results for automatic detection of word relations

Relation Total Correct Incorrect AC%
Antonymy 1962 1687 275 84
Synonymy 22124 21510 614 97
Kind Of 630 567 63 90
Amount Of 254 218 36 86
Group Of 421 303 118 72
Member Of 1026 831 195 81

Table 11.  Number of relationships obtained according to each rule

Relation R1 R2 R3 R4 R5 R6 R7
Antonymy 367 1595 - - - - -
Synonymy 6757 15367 - - - - -
Kind Of 12 32 586 - - - -
Amount Of 167 45 42 - - - -
Group Of 129 14 61 66 124 16 80
Member Of 37 805 66 118 - - -

Table 12.  Accuracy results for hypernymy relation

Rule Total Correct Error AC%
Term 7115 7115 0 100
Person 1939 1939 0 100
Action 5453 5453 0 100
Science 58 52 6 90
Animal-Plant 72 64 8 89
Category 141 141 0 100
Colour 68 68 0 100
Element 38 33 5 87
Place 303 303 0 100
Equipment 49 48 1 98
Tool 70 70 0 100
Job 413 413 0 100
Nationality 125 124 1 99
Such as 3119 1560 1559 50
Like 581 544 37 94

Table 10 shows the accuracy of the classifier as the percentage of correctly classified 
compounds in a given class divided by the total number of compounds in that class. The 
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overall (average) accuracy of the classifier is also depicted. Table 10 demonstrates that 
the total number of outputs that is obtained from our implementation by using extraction 
algorithms for the relations and accuracy of this implementation. 

Table 11 shows the relations obtained for each relation from different rules and 
indicates that some rules are hard to be detected automatically. On the other hand, some 
rules can be completely or at least generally detected without further modifications and 
this is promising for some other types of generations.

The first column of Table 12 indicates the rules of the Hypernymy Relation. The 
second column points the total number of extracted relations from that rules. The 
columns named total and correct are used to calculate accuracy of each rule for the 
hypernymy relation.

The accuracy calculation for a rule is as shown below:

581

544


Total

Correct
AC =0,94 (1)

3.1.Error Sources
Experimental results show that automatic relation extraction of words in Turkish 

language is really difficult to be accomplished with high accuracy. Some of the sources 
of incorrect results are explained below.

Two nouns, or groups of nouns, may be joined to form subordinative conjunctions. In 
our relation extraction algorithm subordinative conjunctions are not considered while 
finding related words. In the following example according to Rule 3 of the Kind-of 
Relation the correct related word with “bal arısı” should be “eklem bacaklı”. These are
not considered due to the difficulty of detection of the subordinative conjunctions in 
Turkish.

bal arısı: Zar kanatlılardan, bal yapan eklem bacaklı türü (Apis mellifica).
Kind-Of {“bal arısı (honeybee)”,” bacaklı (having legs)”}

Some of the morphological analyses provided by Zemberek are detected as incorrect. 
There is an example below that shows this situation.

“Bir önceki cümleyle bağlantı kuran yani, demek ki, öyle ki vb. bağlayıcılarla 
başlayan, söz konusu duygu veya düşünceyi bütünleyen cümle.”

Hypernymy{“demek ki (scil)”,”bağlayıcılarla(with the connectives)”}
Hypernymy{“ yani ( I mean)”,“ bağlayıcılarla(with the connectives)”}
Hypernymy{“ öyle ki (such that)”,“bağlayıcılarla(with the connectives)”}

The hypernymy relations show that the morphologic analysis is needed for the second 
related word “bağlayıcılarla (with the connectives)”. The correct root of the word
“bağlayıcılarla” should be “bağlayıcı(conjunction)”. After the morphological analysis
of Zemberek it is found as “bağla(conjoin)”. These incorrect relations can be corrected 
only manually by the experts.
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4. CONCLUSION

Words are the fundamental building blocks of the cognitive processes. While the 
learning process of words takes place, most of the information related to these words is 
also kept in the background. The simulation should be started from the smallest units of 
human learning mechanisms in order to model the knowledge acquisition and 
communication abilities of humans in computational domain to some extent. Therefore, 
it is planned to study in the word level in the context of this project. Storing the words 
along with their various features and relationships in a knowledge base, formation of a 
WordNet that allows demonstration of wide variety of relationships between words, and 
also to associate the words with their equivalent translations in the other languages for 
applications of multilingual environments are among the major goals of this study. 

The design is implemented in such a way that it is flexible, scalable and trainable by 
humans and it is possible to imitate the dynamic learning and processing mechanism of 
human being in this manner.

In our application some formulas are defined for relating the words by using 
dictionary definitions as the starting point. These formulas are applied to the meaning of 
the words by using a computer program. All the related words and their relations that 
are handled from the program which we have done are stored in the files. The results 
indicate that some relations are hard to be detected automatically from the definitions. 
On the other hand, some relations can be completely or at least generally detected 
without further modifications and this is promising for some other types of relations.
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