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Abstract

:

Multipurpose stirring and blending vessels equipped with various impeller systems are indispensable in the pharmaceutical industry because of the high flexibility necessary during multiproduct manufacturing. On the other hand, process scale-up and scale-down during process development and transfer from bench or pilot to manufacturing scale, or the design of so-called scale-down models (SDMs), is a difficult task due to the geometrical differences of used vessels. The present work comprises a hybrid approach to predict mixing times from pilot to manufacturing scale for geometrical nonsimilar vessels equipped with single top, bottom or multiple eccentrically located impellers. The developed hybrid approach is based on the experimental characterization of mixing time in the dedicated equipment and evaluation of the vessel-averaged energy dissipation rate employing computational fluid dynamics (CFD) using single-phase steady-state simulations. Obtained data are consequently used to develop a correlation of mixing time as a function of vessel filling volume and vessel-averaged energy dissipation rate, which enables the prediction of mixing times in specific vessels based on the process parameters. Predicted mixing times are in good agreement with those simulated using time-dependent CFD simulations for tested operating conditions.
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1. Introduction


In the field of manufacturing efficient mixing of reactants or products, blending is one of the most important challenges. For this purpose, stirred tanks are widely used because of their simple application in multipurpose facilities combined with low investment cost [1,2]. For process establishment, scale-up from bench to manufacturing scale is typically necessary. Processes are usually developed in three stages: (1) bench scale, in which screening experiments are conducted; (2) pilot plant, where optimal process parameters are defined; and (3) manufacturing scale, where the process is optimized to be economically competitive [3]. There are several approaches for scale-up, where typical scale-up follows physical characteristics such as mixing time [4], shear stress levels [5], gas–liquid and gas–solid interfaces, heat and mass transfer or geometrical similarity between reaction vessels to enable similar flow behavior in different scales. However, underlying potentially negative physical effects can balance each other, resulting in no impact on the process performance or, in the worst case, superimpose each other and lead to adverse effects such as yield reduction or the formation of unwanted byproducts.



In biopharmaceutical downstream process steps, many reactions are influenced by opposing effects, which must be assessed during process development and scale-up. It is well known that fast impeller rotational speed enables short mixing times, avoids high local concentrations of reactants and reduces aggregation of intermediates [6]. However, used reactants and produced intermediates are often prone to foaming and precipitation caused by shear forces, which results in an overall decrease in the process yield [7,8,9]. All these effects are frequently observed with new products for which there are not yet sufficient data available. In several cases, re-engineering of the process design after not meeting the quality requirements in the manufacturing scale is needed [10].



To operate economically, biopharmaceutical manufacturing utilizes the same equipment for several purposes. Universally utilizable multipurpose equipment such as stirred tanks is often used for several products for various applications within the production chain [1,2]. Due to this, the required geometrical similarity between vessels during scale-up often cannot be achieved. One- or two-impeller systems, with single or unbaffled systems, are available and used during process development. As a result, process developers are challenged to determine adequate scale-up conditions besides targeting high product quality and high step yields [10,11,12,13]. To allow comparability between scales, mixing time is considered as one of the characteristic parameters used to transfer the process in-between scales [12,13]. Apart from stirring speed, several studies have been published discussing the impact of impeller or vessel inserts on the mixing time [14,15,16,17]. These studies, as well as others [18,19,20,21,22,23,24,25,26,27,28], clearly show the benefits of computational fluid dynamics (CFD) simulations when evaluating the design of impeller geometry, including the choice of the turbulent model on the obtained results.



In this work, we performed detailed mixing time studies in stirred vessels covering nominal volumes ranging from 100 to 5000 L using experimental characterization by conductivity monitoring and CFD simulations. Due to the complexity of CFD, we also developed a simple scale-up correlation, which allows an accelerated prediction of the mixing time in multipurpose vessels equipped with single or multiple impellers filled with various volumes. The presented hybrid approach based on experimental measurements and CFD simulation is independent of geometrical similarity during scale-up and allows predicting the mixing time in the used equipment.




2. Material and Methods


2.1. Mixing Time Experiments and Experimental Data Analysis


Mixing time is defined as the time to achieve a point where the measured signal satisfies the ±5.0% criterion [29], and thus, no concentration gradient is present in the fluid. However, besides fluid properties such as density and viscosity, mixing time strongly depends on the applied stirring speed, the geometry of the impeller and the vessel and the ratio of the impeller diameter to the vessel diameter (d/D) [3,29]. The mixing time often shows variability, which is mainly caused by the used tracer and the measurement error related to the sensor setup. Therefore, trust in measured data can be achieved with an increased number of replicates.



Several methods are available to characterize the mixing process and determine the mixing time, including pH [30,31], conductivity and colorimetric [30,31] or tomographic methods [32]. Despite the simplicity of the optical method, this method can be used only in optically transparent vessels, which significantly limits its application in industrially relevant geometries. In this perspective, conductivity or pH-based methods are more suitable, even though they provide information about the local time evolution of the measured quantity. Another method to gain experimental insight into the flow pattern in the whole vessel is the application of tomography and radioactive-labeled particles [32]. This method can provide information about the tracer’s 3D distribution within the vessel over time. However, the method has several practical drawbacks when using manufacturing equipment, e.g., regarding the limited space for sensor installation, waste material treatment and strict regulations for equipment in a GMP environment.



Several tracers and sensor-based approaches are suggested in the literature [33]. Sensors with fast response times (optimally 5 times faster than measured mixing time) and measurement frequency of at least once per second are recommended [33]. When applying the approach of the global determination of mixing time, a representative sensor position must be chosen [34], and a sufficient number of replicates has to be considered [35,36]. To avoid the handling of large amounts of hazardous material, e.g., concentrated acids and bases, sodium chloride and sensitive conductivity sensors are often used in mixing time studies. Based on this analysis, the conductivity method using several sensor locations along the vessel height was used in this study.



All mixing experiments presented in this work were conducted at laboratory temperature around 22 °C using deionized water (0.9579 mPas and 997.5 kg/m3) as test fluid. A sketch of all tested equipment together with the main dimensions and sensor positions is shown in Figure 1. As a tracer solution, 0.5 M (1000, 2000 and both 5000 L vessels) or 1 M (100 and 200 L vessels) sodium chloride (Merck, Darmstadt, Germany) was used. Statistical designs considering stirring speed and liquid filling were evaluated to cover a sufficiently broad range of operating conditions. To increase the reproducibility of the tracer addition, a grid on the top of the vessel was constructed (see Figure 8). Tracer solution was always added as fast as possible (<10 s). To ensure measurement reproducibility, each measurement was performed four times. For the conduction of the mixing experiments, the volume of one tracer addition corresponded to 1.5‰ of the filling volume.



Please note that we considered only conditions where no vortex at the gas–liquid interface was formed, so the interface was approximated as flat, and no bubbles were introduced via the surface vortex into the liquid. This was particularly important for the latter CFD simulations discussed below.



The conductivity measurement was performed using an InPro 7100 (METTLER Toledo, Lutz, FL, USA) in the 100 and 200 L vessels, InPro 7108-VP (METTLER Toledo, USA) in the 1000 and 5000 L vessels with a bottom impeller and Tracksense Pro X (Ellab, Langwedel, Germany) in the 2000 and 5000 L vessels with a top and bottom impeller. The measurement accuracy of InPro7100 and InPro 718-VP was equal to 5.0%, while it was equal to 2.5% for Tracksense Pro X. The measurement interval for all vessels was selected as 1 s. The time from injection of the tracer solution until a stable conductivity signal was reached was monitored and recorded. The conductivity signal after tracer injection was considered stable when the measured conductivity shown on the transmitter device remained unchanged for at least 30 s. Subsequently, the next tracer injection was performed.



The mixing time was automatically analyzed by a Python script. Criteria for reaching homogeneity after tracer addition and, thus, the end of mixing time were set accordingly to the above-described ±5.0% signal stability. As soon as the recorded conductivity signal was in the selected range, homogeneity was assumed. For mixing experiments with 1000 and 5000 L nominal volume equipped with an InPro 718-VP probe, further data treatment using a moving average function (over 6 data points (seconds)) had to be performed, and the criterion of signal stability was set to ±10.0%. These steps had to be undertaken because of the high signal-to-noise ratio at the plateau phase between tracer additions.




2.2. Computational Fluid Dynamics (CFD)


To simulate the rotation of the impeller in all considered geometries, we utilized the sliding mesh (SM) method using ANSYS FLUENT 19.2. Each stirred vessel was divided into a rotating impeller region (or two regions in the case of two impellers) and a stationary region, where mass and momentum between rotating and stationary regions was ensured by defining the interface between these regions. The volume of rotating zones was in the range of 0.5–5%, depending on the vessel volume and type of the impeller. All fluid–solid boundaries, such as tank wall, shaft, baffles and impeller blades, were defined as nonslip boundary conditions. The gas–liquid interface was defined as a free-slip boundary condition by setting all the shear stresses equal to zero. This choice was supported by the experimental observation of a gas–liquid interface during the mixing experiment, where no extensive vortex was formed.



The realizable k-ε model (RKE) was used to model turbulence, including the flow features of strong streamline curvature, vortices and rotation [37]. The RKE comprises a new formulation for the turbulent viscosity and a new transport equation for the dissipation rate. The modeled transport equations for kinetic energy (k) and energy dissipation rate (ε) in the realizable k-ε model are


   ∂  ∂ t    (  ρ k  )  +  ∂  ∂  x i     (  ρ k  u i   )  =  ∂  ∂  x j     [   (  µ +    µ t     σ k     )    ∂ k   ∂  x j     ]  +  G k  +  G b  − ρ ε  



(1)




where µ is medium viscosity, µt is turbulent viscosity, and Gk and Gb is the generation of the turbulent kinetic energy due to mean velocity gradients and buoyancy, respectively.



And


    ∂  ∂ t    (  ρ ε  )  +  ∂  ∂  x j     (  ρ ε  u j   )  =  ∂  ∂  x j     [   (  µ +    µ t     σ ϵ     )    ∂ ε   ∂  x j     ]                                                         + ρ  C 1   S ε  − ρ  C 2     ε 2    k +   v ε     +  C  1 ε    ε k   C  3 ε    G b    



(2)




where


   C 1  = m a x  [  0.43 ,  ƞ  ƞ + 5    ]  ,   ƞ = S  k ε  ,   S =   2  S  i j    S  i j      



(3)







C2, C1ε and C3ε are the model parameters [37], and values provided by Ansys Fluent were used in all simulations. σk and σε are the turbulent Prandtl numbers for k and ε. Steady-state simulations were performed initially with the moving reference frame technique, yielding a stable flow field in the vessels. From these results, transient simulations were performed with the SM technique. The mesh used in all vessels was a combination of hexahedral elements in the stationary fluid, while in the volume around the impeller, we used tetrahedral elements. The number of elements covering a range from 680,000 for the 100 L vessel to 6,900,000 for the 5000 L vessel was optimized to ensure good convergence of the solution and a reasonable time for simulations. The average aspect ratio for all meshes was around 1.5, with higher values in few computational cells. The maximum aspect ratio was always below 25. Simulations used the SIMPLE scheme to model pressure–velocity coupling and the second-order spatial discretization scheme for pressure, momentum, turbulent kinetic energy, energy dissipation rate and the tracer transport equation. The latter was modeled by the species transport model available in ANSYS FLUENT 19.2. Properties of the fluid were the same as those used during the experimental investigation considering the Newtonian behavior of the water. The solution was converged when all residuals were lower than 10−5.



The power (P) introduced in the fluid was calculated from the torque (M) acting on the impeller and shaft according to:


  P = 2 π N M  



(4)




where N refers to impeller stirring speed in revolutions per second. In the case of multiple impellers mounted in the vessel, the power was evaluated for every impeller using Equation (4). Their sum, together with the liquid mass, was used to calculate the vessel-averaged energy dissipation rate, 〈ε〉. Please note that mesh quality is also supported by comparable values of 〈ε〉 calculated from torque and with those evaluated from the average of local ε values calculated with Equation (2). The difference was for all tested conditions always below 17%.



The impeller Reynolds number was defined as:


  R  e  i m p e l l e r   = N  D 2  / ν  



(5)




with D being the impeller diameter and ν corresponding to fluid kinetic viscosity. Under all tested conditions Reimpeller was above 9000, thus the conditions were considered to be turbulent. Simulation of the tracer concentration as a function of time was equivalent to the experimental procedure, including the criteria for evaluation of the mixing time considering the band of ±5.0% around the steady-state value.





3. Results and Discussion


3.1. Conductivity Probe and Logger


Figure 2 shows an example of the conducted mixing experiments in a fully filled 5000 L vessel considering both the top and bottom impeller operating. Due to the large number of conducted experiments, data analysis was performed with an automated script written in Python. The offset-corrected signal of the step input experiments shows overall good reproducibility and follows trends from the literature [30,34,35]. The step height for all replicates is comparable. Mixing times until reaching the signal stability were evaluated (see Figure 2). From the replicates, mixing time mean and standard deviation were computed and used for further data analysis and building the hybrid correlation discussed below. For all vessels, the signal stability criterion was set as ±5.0%, except for the 1000 and 5000 L vessels, which were equipped with less sensitive built-in sensors with a measurement accuracy of ±5.0% (compared to mobile sensors with a measurement accuracy of ±2.5%). The recorded signal showed stronger noise. However, as the step height remained constant (same molarity of sodium chloride was used in all manufacturing scale experiments), the signal-to-noise ratio was impaired. To allow the data analysis, signal smoothing with a moving average (as described in the Material and Methods section (Section 2)) and an acceptance criterion for mixing homogeneity set to ±10.0% was required.




3.2. Flow Pattern in Tested Vessels


The comparison of velocity vector plots normalized by the impeller tip speed in the various stirred vessels is presented in Figure 3. As can be seen, in the case of the single bottom impeller, there is a significant impact of the eccentric impeller position on the flow field in the vessel, generating liquid inflow from the upper part of the vessel into the impeller followed by liquid discharge toward the vessel periphery. In the case of two impellers, or in the case of a single marine impeller, the flow pattern is dominated by the action of the larger impeller, while the impact of the bottom impeller is less pronounced. The flow pattern is in good agreement with that generated by the axial impeller [38,39]. Despite the fact that the impellers are located close to the vessel bottom, there is visible liquid motion near the gas–liquid interphase, which documents the positive impact of the eccentric location of the impellers in all tested cases.



When looking at the contour plot of the velocity magnitude normalized by the tip speed (see Figure 4), in the case of the single bottom impeller, there is a clear stream formed from the top down to the impeller (Figure 4a,c,e), supporting the eccentric location of the impeller. In the case of the single marine impeller (Figure 4b) or its combination with the bottom radial impeller (Figure 4d,f), the velocity field is dominated by the action of the axial marine impeller. In all cases, the normalized velocity magnitude close to the impeller with the largest diameter is higher [40,41,42,43].




3.3. Relation of Mixing Time to Energy Dissipation Rate


As reported by Nienow [3], the mixing time in the various stirred vessels should scale with ε following the power law. Because the studied vessels have nonstandard geometry and power, the number to calculate ε is not available. We performed CFD simulations to estimate the ε for every combination of stirring speed and filling volume using a particular vessel. A comparison of the contour plots of ε is shown in Figure 5. As expected, the zone with the highest ε values is located close to the impeller blades [4,40], while the lowest values are found close to the top surface. Furthermore, it appears that vessels equipped only with a single eccentric bottom impeller exhibit larger ε heterogeneity compared to the vessels equipped with a single marine impeller or its combination with a bottom impeller. This is particularly visible for the two largest vessels with a working volume of 5000 L, where even the lower filling volume of 3000 L with the single bottom impeller is not sufficient to reduce the ε heterogeneity compared to the 5000 L vessel equipped with a combination of the marine and bottom impeller.



Estimated values of vessel-averaged 〈ε〉 were consequently used to relate the experimentally measured mixing time (see Figure 6). Together with experimental data, we also plot the theoretical scaling of the mixing time as a function of 〈ε〉 in a fully baffled stirred vessel with the impeller located concentrically having a height to tank diameter ratio equal to one, as reported by Nienow [3,29], indicated by a solid line with the slope equal to −1/3. As can be seen, there is a large scattering of the data points where some of them follow the theoretical scaling, while a large majority can be described by the power law with a lower slope than the theoretical one. This large variation clearly indicates that the mixing time in nonstandard partially baffled vessels with varying height to tank diameter ratios, as those presented here and commonly used in industry to perform mixing operations, cannot be described by the same relations as those obtained for impellers located in the vessel axis and equipped with baffle system. Because the main parameter, which has a strong impact on the presented scaling, is the liquid volume, we decided to include it in the mixing time relation. The idea is similar to that used by van’t Riet [44] when relating mass transfer coefficient in stirred and sparged bioreactors to the dissipated energy and superficial gas flow. In what follows we investigate the possibility to use a similar correlation also for mixing time defined as:


   t  m i x   = A  ε B   V C   



(6)







By fitting the values of mixing time measured for every vessel at a given stirring speed (characterized by 〈ε〉 estimated from CFD) and filling volume, we found that indeed there is a good agreement between the measured values of mixing time and those obtained by Equation (6). As can be seen in Figure 7, the agreement is better for vessels up to 2000 L, while a less satisfactory agreement was found for both 5000 L vessels. The reason for this discrepancy is most probably the lack of precision of the used mixing probes combined with the reproducibility of the tracer addition. This is also reflected in the large error bars of the experimental data measured for the largest vessels, in particular for the vessel with a nominal volume of 5000 L equipped with a single bottom impeller.



While Equation (6) represents a rather simple, albeit useful, correlation, to further extend our study, we performed a simulation of tracer mixing for selected conditions. An example of such a simulation performed in a vessel with a 5000 L nominal volume equipped with marine and bottom impeller is presented in Figure 8. As can be seen, at 10 and 20 s, there is a poorly mixed zone close to the gas–liquid interface with a higher concentration of the tracer. As we move closer to the marine impeller concentration of the tracer is more homogeneous. This is, however, not the case for the bottom impeller, where we observed a buildup of tracer concentration (see Figure 8 for 10 s).



An example of the comparison of the tracer time evolution for all tested vessels is presented in Figure 9. Apart from the vessel with a nominal volume of 5000 L equipped with a single bottom impeller, the overall simulated tracer evolution is in good agreement with the experimental data. As discussed above, the discrepancy is due to lower sensor precision, which is indicated by the significantly slower response of the probe after tracer addition. As indicated in Figure 7, variation of the measured tracer as a function of time was lower for the smaller vessels. The presented results support the CFD approach, including turbulence model selection, used to model mixing in nonstandard vessels equipped with an eccentrically located single bottom impeller, marine impeller or combination. Here, the presented results suggest that the probes mounted in these vessels report mixing times 30 to 50% longer than real values. This relies on the measurement principle of the probes used, which presents a rather slow response, resulting in a large signal-to-noise ratio.



In Figure 10 is presented a comparison of the obtained values of mixing time, together with the predicted values evaluated from the correlation described by Equation (6). As evident from Figure 10, there is a significant impact of the filling volume on the values of mixing time, and thus, it has to be included in the proposed correlation (see Equation (6)). Such a correlation can be easily constructed from few experimental data points combined with rather simple CFD simulations and provides a useful tool to adjust operating conditions in the manufacturing praxis, reflecting the impact of the vessel filling volume together with energy introduced into such liquid volume.





4. Conclusions


In this work, we present a simple hybrid approach capable of predicting mixing time in geometrically nonsimilar vessels equipped with single or multiple eccentrically located stirrers, covering pilot up to manufacturing scales and valid for water as test media. Due to geometrical nonsimilarity, the developed hybrid approach is based on a combination of mixing time measurements using conductivity probes, while energy connected to the fluid homogenization was calculated using computational fluid dynamics (CFD). The data obtained were consequently used to develop a correlation of mixing time as a function of vessel filling volume and vessel-averaged energy dissipation rate 〈ε〉, which enabled the prediction of mixing times in specific vessels based on the process parameters. Furthermore, experimentally measured mixing times were compared with the simulated times using time-dependent CFD simulations, showing good agreement between CFD predictions and measured values.
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Figure 1. Sketch of the vessels used in this work together with their main dimensions. Please note that the relative position of the baffles with respect to impellers might be different. Rotation direction is indicated as clockwise (CW) and counterclockwise (CCW) when looking from the top. The pilot-scale vessel with a working volume of 100 L was equipped with a bottom (CW) paddle impeller (A), 200 L with a top (CW) marine impeller pumping the liquid down (B), 1000 L with a bottom (CW) paddle impeller (C), 2000 L with a top (CCW) up-pumping impeller and a bottom (CW) paddle impeller (D), 5000 L vessels were equipped with a bottom (CW) paddle impeller (E) and 5000 L vessels were equipped with a combination of a top (CW) downpumping impeller and bottom (CW) paddle impeller (F). Furthermore, sensor positions are defined within the figures. 
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Figure 2. Determination of mixing time in the 5000 L vessel, filled with 5000 L of deionized water. In this two-impeller system, the top impeller and the bottom impeller were operating at 100 and 50 rpm, respectively. The analyzed and offset-corrected conductivity signal from the sensor mounted on the baffle shows overall good reproducibility of the conducted step experiments. The step height for all replicates was comparable and was evaluated until signal stability of ±5.0% was reached (evaluated length of mixing time marked with red dots). The mean computed mixing time and its standard deviation were shown to be 31.75 ± 4.2 s. 
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Figure 3. Comparison of the velocity vectors normalized by the largest impeller tip speed in the various vessels studied in this work: (a) 100 L vessel with 100 L filling at 300 rpm; (b) 200 L vessel with 200 L filling at 200 rpm; (c) 1000 L vessel with 500 L filling at 150 rpm; (d) 2000 L vessel with 2000 L filling with a top impeller at 200 rpm; (e) 5000 L vessel with 3000 L filling at 150 rpm; (f) 5000 L vessel with 5000 L filling with a top impeller at 100 rpm and a bottom impeller at 50 rpm. 
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Figure 4. Comparison of the contour plot of the velocity magnitude normalized by the largest impeller tip speed calculated for the studied vessels: (a) 100 L vessel with 100 L filling at 300 rpm; (b) 200 L vessel with 200 L filling at 200 rpm; (c) 1000 L vessel with 500 L filling at 150 rpm; (d) 2000 L vessel with 2000 L filling with a top impeller at 200 rpm; (e) 5000 L vessel with 3000 L filling at 150 rpm; (f) 5000 L vessel with 5000 L filling with a top impeller at 100 rpm and a bottom impeller at 50 rpm. 
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Figure 5. Comparison of the contour plot of the turbulent energy dissipation rate normalized by the vessel-averaged values calculated for the studied vessels: (a) 100 L vessel with 100 L filling at 300 rpm; (b) 200 L vessel with 200 L filling at 200 rpm; (c) 1000 L vessel with 500 L filling at 150 rpm; (d) 2000 L vessel with 2000 L filling with a top impeller at 200 rpm; (e) 5000 L vessel with 3000 L filling at 150 rpm; (f) 5000 L vessel with 5000 L filling with a top impeller at 100 rpm and a bottom impeller at 50 rpm. 
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Figure 6. Experimentally measured mixing times as a function of the turbulent energy dissipation rate for all tested vessels. A solid line indicates theoretical scaling according to Nienow ([3]) with a slope of −0.333, and a dashed line indicated the scaling of the data for the 200 L vessel. As indicated, experimental data scales with slopes are between these two limits. 
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Figure 7. Scaling of the mixing times calculated by correlation plotted as a function of the experimentally measured values. Error bars represent one standard deviation calculated from four repetitions. Vessels with nominal volume: 100 L (a); 200 L (b); 1000 L (c); 2000 L (d); 5000 L with bottom impeller (e); 5000 L with top and bottom impeller (f). 
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Figure 8. Left side: Photograph of the salt solution addition in the 2000 L vessel showing the enhanced reproducibility by the introduced grid. Right side: time evolution of the added tracer solution simulated using CFD in the 5000 L vessel equipped with a top and bottom impeller operated at 100 and 50 rpm, respectively. The red dot at t = 0 s indicates the position of addition. 
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Figure 9. Comparison of the normalized tracer concentration as a function of time for the studied vessels: (a) 100 L vessel with 100 L filling at 300 rpm; (b) 200 L vessel with 200 L filling at 200 rpm; (c) 1000 L vessel with 500 L filling at 150 rpm; (d) 2000 L vessel with 2000 L filling with a top impeller at 200 rpm; (e) 5000 L vessel with 3000 L filling at 150 rpm; (f) 5000 L vessel with 5000 L filling with a top impeller at 100 rpm and a bottom impeller at 50 rpm. 






Figure 9. Comparison of the normalized tracer concentration as a function of time for the studied vessels: (a) 100 L vessel with 100 L filling at 300 rpm; (b) 200 L vessel with 200 L filling at 200 rpm; (c) 1000 L vessel with 500 L filling at 150 rpm; (d) 2000 L vessel with 2000 L filling with a top impeller at 200 rpm; (e) 5000 L vessel with 3000 L filling at 150 rpm; (f) 5000 L vessel with 5000 L filling with a top impeller at 100 rpm and a bottom impeller at 50 rpm.



[image: Processes 09 00880 g009]







[image: Processes 09 00880 g010 550] 





Figure 10. Comparison of the measured mixing times and those calculated from the correction for all tested vessels. Stars indicate mixing times predicted by CFD. 
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