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Abstract: Grinding circuits typically contribute disproportionately to the overall cost of ore
beneficiation and their optimal operation is therefore of critical importance in the cost-effective
operation of mineral processing plants. This can be challenging, as these circuits can also exhibit
complex, nonlinear behavior that can be difficult to model. In this paper, it is shown that key
time series variables of grinding circuits can be recast into sets of descriptor variables that can be
used in advanced modelling and control of the mill. Two real-world case studies are considered.
In the first, it is shown that the controller states of an autogenous mill can be identified from
the load measurements of the mill by using a support vector machine and the abovementioned
descriptor variables as predictors. In the second case study, it is shown that power and temperature
measurements in a horizontally stirred mill can be used for online estimation of the particle size of
the mill product.

Keywords: comminution; grinding; nonlinear time series analysis; multivariate image analysis;
textons; AlexNet; VGG16; texture analysis

1. Introduction

Energy consumption in comminution circuits is often the single largest component of the energy
expenditure in concentrator circuits, owing to the inefficiency of the processes used to reduce the
size of ore particles [1], among other reasons. Considerable effort has been expended to increase the
efficiency of grinding circuits by improvements in the design of comminution equipment, as well
as smarter operation or better control of operations [2]. The limited availability of reliable models
is a significant and ongoing challenge in these efforts, as comminution circuits can exhibit complex
nonlinear behavior that can be difficult to capture in first-principles models [2].

As a result, the use of data-based process models is increasingly attracting attention, as data
are becoming abundant and the means to process these data are likewise becoming increasingly
sophisticated and cheap. Over the last decade, a number of studies have appeared in this regard,
e.g., in the analysis of vibration and acoustic signals from comminution equipment [3-7], estimation of
mill load parameters [8,9], and soft sensor approaches to the monitoring of mill operations [10].

In many of these studies, nonlinear time series analysis, in one form or another, plays a critical
role; in this investigation, a novel approach to nonlinear time series analysis is proposed and is used
to explore the behavior of grinding equipment. The proposed method is based on the analysis of the
structures or patterns in time series data by extracting features representing the Euclidean distances
between the time series measurements.
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These distances are collected in a matrix that is amenable to analysis by a large body of
multivariate methods. As demonstrated in this paper, it includes the use of textural analysis,
whereby information-rich descriptors of the dynamics of the comminution equipment can be extracted.
These descriptors can subsequently be used as predictors in process models or to visualize the behavior
of the equipment, as discussed in more detail in the paper.

The paper is organized as follows. In Section 2, the proposed analytical methodology is described,
followed by two illustrative case studies in Section 3. The results of the analyses are discussed in
Section 4, while the conclusions of the study and further work are considered in Section 5.

2. Recurrence Texture Analysis of Time Series Data

A general overview of the analytical method is given in Figure 1. It starts by dividing the generally
multivariate time series (A) into segments of equal lengths, specified by the user (B). A distance matrix
is calculated for each time series segment (C) and, from this matrix, a set of features is extracted (D)
that can subsequently be used for further analysis, such as predictors in a classification model (E).
A more formal description follows below.
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Figure 1. Schematic workflow of the study, comprising the time series data (A), segmentation of the
data (B), calculation of distance matrix for each time series segment (C), and extraction of texture
features from each matrix (D) from which models can be built to relate the features to the descriptive
labels associated with the time series data.

2.1. Segmentation of Time Series Data

In the first step, the normalized time series data consisting in total of n = 1, 2, ...,N
observations, y € RN are partitioned into a number K of equal segments [}, where k=1, 2, ...,
K. These segments each contain b observations, as specified by the user. Ideally, each segment
should be as short as possible, but still be of sufficient length to capture the characteristic or
recurrent behavior of the time series. The latter requirement could, in principle, be accomplished by
selecting a value for b approximately coinciding with the first minimum point in the autocorrelation

N
function (ACF) of the time series, as shown in Equation (1). In this equation, y = Y. y(n)/n and
n=1

N
o= Y {y(n)— y}/(n— 1)2 are the sample (time series) mean and sample (time series) variance.
n=1

This approach is often used to estimate the minimum lag b in a sense such that the time series
y(n), n =1, 2, ..., N and its lagged counterpart y(n — b) become independent of one another [11].
Alternatively, the value of b can be determined empirically as a problem-dependent parameter that
needs to be optimized over a certain range [1, N — 1]. The minimum value of b could theoretically not
be less than 2, which would yield a window containing 2 or fewer samples and would thus preclude
the calculation of a distance matrix, as discussed in Section 2.2.

N—-b
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2.2. Distance Matrix Calculation

Once the time series segmentation is completed, a distance matrix Dy € R? * ? is computed
for each time series segment Iy, for k = 1, 2, ..., K. In this paper, the Euclidean distance metric is
used, owing to its simple, yet competitive capability in dealing with time series classification [12].
The elements of the matrix are calculated according to Equation (2). This uses a Euclidean norm to
calculate the proximity of a given point y; to another point y;. As a result, it forms a distance square

D, = {di‘]} using the equation below.
df; = lyi —yjlii, forij=1,2, ..., b )

The textural analysis of image data is considered here to capture the structural information
contained in the Euclidean distance matrices by considering these Dy matrices as ‘images’ of the time
series with their elements or di-‘]- values being the equivalent of image pixels.

Three different algorithms were implemented to extract features from the distance matrices, namely,
textons, and two algorithms based on pretrained convolutional neural networks, namely, AlexNet and
VGGI16. These algorithms are described in more detail elsewhere and only briefly summarized below.

2.3. Texton Algorithm

Textons refer to fundamental microstructures or textural primitives in images, such as blobs, edges,
line terminators, and line crossings, etc., and were conceptualized as the basis for an alternative texture
perception model. According to this model, texture discrimination is governed by local processes,
instead of a global process governed by well-defined higher-order statistical properties [13,14].
Discrimination between textures is based on local changes in pixel densities [14,15].

In general, textons are learned in a series of steps in a training stage that includes image filtering,
filter response aggregation, and texton definition as cluster centers in the filter response space [16].
Textons are defined by performing vector quantization, e.g., k-means clustering, on the filtered
responses of the images from the training set.

These responses are obtained through convolution of images in a training set with Ny oriented
linear spatial basis functions contained in a filter bank. For each training image I, the number of pixels
in the gth texton channel would provide the gth histogram bin in the image, h;(g). That is,

hi(q) = }_ilT(j) =l ©)

jel

where i[-] and T (j) are the indicator function and the texton channel assigned to pixel j, respectively [17].
This histogram of textons is then considered to be the textural features extracted from the set of
images [15,18]. In this study, these texton features are subsequently aggregated in a feature matrix
X € REXF where K is the number of time series segments, and F is the number of texton features.

The textons were based on a Schmid filter bank [19] that uses a two-layer representation to capture
“texture-like” visual structures efficiently. The layers consist of descriptors and the joint probability of
the frequencies of these over neighborhoods.

In essence, these descriptors are sets of rotationally invariant feature vectors, similar to a Gabor
filter on the transformation of each pixel location, as indicated by Equation (4). The filter has complete
rotational symmetry, but lacks sensitivity to anisotropic features [17].

( nr\/m) x2 442
o

F(x,y,7,0) = Fy(t,0) + cos exp (— 2,7 ) 4)

In Equation (4), x and y are the x- and y-coordinates of the pixel in the image, 7 is the cycle
count in the harmonic function, and Fy(7, o) is the zero DC component guarantor. Note that to avoid
high-frequency responses, a smaller T is used at small scales.
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2.4. AlexNet

A convolutional neural network typically consists of several groups of specialized layers. The first
is an input layer, where data (images) are presented to the network. This layer is followed by
convolutional layers containing fixed-sized filters that generate feature maps based on convolution
with the image data. Figure 2 explains the concept of convolution, whereby a filter F and image } are
convolved to yield a set of features, F, as the sums of the products of the filter and image elements,
ie, Fx} — F.

In convolutional neural networks, the elements of the filters (weights) are learned during the
training phase. Moreover, the feature maps are summarized by pooling layers using sliding windows
across these maps and applying some operations, such as calculating the local mean or maximum
values, to ensure that the network focuses only on the most important patterns.

The patterns generated by the convolution and pooling layers of the network are interpreted
by fully connected layers with activation functions similar to those found in multilayer perceptrons.
However, to facilitate training, rectified linear units are used to apply nonlinear functions to the outputs
for faster convergence. Finally, the penalties applied to network errors during training are determined
by so-called loss layers that can include loss functions, such as softmax and sigmoidal cross-entropy.

Features

Filter (F)
1 1 0
1 1 0
1 0 0

Figure 2. Convolution of a 4 x 4 image (}) with a 3 x 3 filter (F), yielding 4 features (F).

Developed by Krizhevsky et al. in 2012 [20], AlexNet is a convolutional neural network that
won the ImageNet Large-Scale Visual Recognition Challenge (ILSCRC) in 2012 with an achievement
of 16.4% top-5 test error rate. The model was trained using the ImageNet dataset which consists of
approximately 1.2 million images of variable resolution of 1000 common objects in different settings.
It uses nonsaturating neurons and efficient GPU implementation of the convolution operation for
efficient training of the network, while a drop-out method is implemented in the first two fully
connected layers to minimize overfitting [20].

AlexNet has been used widely recently as a feature extractor in areas such as mineral
processing [21], medical image analysis [22,23], audio processing [24], text analysis [25], botany [26],
and remote sensing [27].

As indicated in Figure 3, AlexNet consists of 5 convolutional layers, 3 max pooling layers,
and 3 fully connected layers. It requires input images of a fixed resolution of 256 x 256 pixels from
which it generates 4096 features for each image in the hidden layer (FC2) immediately preceding the
output layer.
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Figure 3. A simplified version of the architecture of AlexNet showing convolutional (Conv), pooling
(Pool), and fully connected (FC) layers.
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2.5. VGGI16

VGG16 is an ILSCRC 2014 entry which won second place with a 7.3% top-5 error rate.
The configuration of the network is the similar to that of AlexNet, but with a deeper architecture [28].
VGG16 consists of 13 convolutional layers, 5 pooling layers, and 3 fully connected layers. A simplified
diagram of its architecture is shown in Figure 4. While the input layer of this network requires
fixed-size 224 x 224 RGB images, the fully connected layers are the same as those of AlexNet, so it also
generates 4096 features for each image.

VGG16
Input (
IiEEe | Convl_1 ‘ Conv2_1 ‘ Conv3_1 Conv4_1 1 Conv5_1 1 FC1 (4096) H FC2 (4096) H FC3 (1000)
| | ¥ ¥ ¥
Convl_2 ‘ / Conv2_2 ‘ Conv3_2 Conv4_2 Conv5_2
[ Pool1 f [ Pool2 )/ Conv3_3 Conva_3 Conv5_3

] ] i
Pool3 [ Pool4 [ Pool5

Figure 4. A simplified version of the architecture of VGG16 neural network showing the different
convolutional (Conv), pooling (Pool), and fully connected (FC) layers.

Like AlexNet, the VGG16 convolutional neural network has seen rapid growth in applications in
image analysis since its introduction in 2014 [25,29,30].

In this study, both the pretrained AlexNet and VGG16 networks were used to extract features
from the distance matrices. Implementation of the convolutional neural networks was carried out in
MATLAB® R2017b. Prior to feature extraction, all images are preprocessed by automatically resizing
to [227 227] and [224 224] for AlexNet and VGG16, respectively.

2.6. Delay Vector or Lagged Trajectory Coordinates

For comparative purposes, the time series was also analyzed by means of phase space
reconstruction. This entailed the construction of a set of predictor variables based on lagged copies
of the original predictor variables themselves, to enable classification of the time series by models of
the form

C(n) = fly(n),y(n—1L), ..., y(n = L(d, - 1)). ®)

In Equation (5), (1) denotes the class to which the time series observation y (1) belongs at time 7.
The parameters I, and d, are referred to as the embedding lag and embedding dimension of the time
series, respectively. The embedding lag parameters were determined via analysis of the autocorrelation
function of the time series data, while the embedding dimension was determined with the method of
false nearest neighbors, as described by Barnard et al. [31] and other authors [32].
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The observations of the variables and their lagged copies yield a so-called lagged trajectory matrix
that represents a trajectory of the evolution of the dynamical system represented by the observed time
series [11].

In this study, these variables y(n — ), ...,y(n — l.(d. — 1) were used as predictors to classify the
groups of the feed particle sizes in the second case study discussed in Section 3.

2.7. Classification with Support Vector Machines

The features extracted from the time series data were associated with different phenomena or
performance criteria related to the comminution circuit, i.e., as predictors to identify control states or
particle size classes in a mill. This was done by building classification models with support vector
machines (SVMs).

The support vector machine is a supervised learning method where the maximal margin
hyperplane is achieved, and the distance from the hyperplane to the nearest data points on each
side is maximized [33,34]. More formally, in building the minimum hypersphere with center 4,
and radius R, an error function can be formulated as

F(Ra)=R*+CY g, i=1,...,N (6)

where ¢; is the slack variable and C is the controlling parameter. However, to ensure that almost all
objects are located within the hypersphere, the constraints should also be defined as

|x; —al|* < R*+¢,& >0,Vi. @)

It is noted that the controlling parameter C dictates the adjustment between the volume of
the hypersphere and the errors. With the maximization of the corresponding primal Lagrangian,
Equation (6) could be transformed to function L as defined in Equation (8):

L= Z(xi(xi‘xl-) — Z(xirxi (Xi'x]‘), (8)
i ij

which has a constraintof 0 < o; < Cand1=1,2,..., N. Thus, for a given test object z, the object is
accepted if the calculated distance to the center of the sphere is smaller than or equal to the radius R.
This is better understood in Equation (9):

|z —a|? = (z:z) — ZZai(z-xi) + Zwiaj(xi~xj) < R? )
1 L]

wherei, j=1,2,...,N.
Kernel functions K(x;, x;) satisfying Mercer’s theorem can also be incorporated into the SVM by
substituting them into the inner products (8) with a predefined function mapping ¢(-), i.e.,

lp(z) —al|®> = K(z-z) — ZZaiK(z-xi) + ZaiajK(xi~xj) < RZ (10)
i i,j

In this study, a third-degree or cubic polynomial function (Equation (11)) was used in the
SVM model:

K(x;,x;) = (1 + xij)?’. (11)

During construction of the classification model, cross-validation is used on the data sets to validate
the results and to avoid overfitting of the data.
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2.8. Implementation of Online Model

Once the model is constructed, it is implemented online by moving the window of length b
along the measured time series data with a step size s, as indicated in Figure 5. The smaller the
values of b and s, the more rapidly the model will respond to changing conditions, albeit at a higher
computational cost. The optimal values of these parameters are system dependent and need to be
determined empirically or heuristically by the user on a case-by-case basis, or alternatively by a grid
search over a training database.

s
moving
(—L\ window
i time series
moving
window

cee W
time series

Figure 5. Online application of the model, whereby a window of length b is moved along the time

11
;
;

series with a step size s < b (top) and s = b (bottom).

3. Case Studies

Two cases are considered. In the first case, the controller state of an autogenous mill, as discussed
by Aldrich et al. [35], is identified from load measurements only. In the second case study,
measurements of temperature and power consumption are used to predict the size distribution
of the product of a horizontal stirred mill, as discussed in more detail below.

3.1. Case Study 1: Identification of Controller States in a Fully Autogenous Milling Circuit on a South African
Platinum Metal Group Plant

A basic diagram of the milling circuit consisting of a fully autogenous closed-loop mill with a
recycling load that overflows from a screen unit is shown in Figure 6. The control variables of the mill,
namely, its water inlet, coarse ore feed rate, and fine ore feed rate, are used to control the mill load and
the power consumption. The circuit is described in more detail elsewhere [35,36].

v

OVERSIZE

FULLY
AUTOGENOUS
MILL

SCREEN

POWER

Figure 6. Basic diagram of fully autogenous grinding circuit (after Aldrich et al. [35]).

Measurements of the mill load were collected approximately every 10 s over a period of almost
89 h of continuous operation. In addition, state labels were logged by the mill controller for each sample
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collected in the dataset. These logged controller states are related to the operating conditions during
the period under investigation, and also reflect the collective, heuristic knowledge of the operation
of the comminution circuit. Normal operating conditions were not defined formally, but could be
considered as the default state of the mill, i.e., when none of the other conditions were flagged by
the controller. Not all the data logged over the 89 h period were used, as only three of the operational
states described by Aldrich et al. [35] were considered. As a result, the mill load data obtained from an
autogenous mill contained a total of 12,600 observations from these three operational states, namely,
normal operating condition (NOC), feed disturbance (FD), and feed limited (FL), as defined by an
expert mill controller [35]. A feed disturbance (FD) is identified when the combined ore feed rate is in
excess of the average feed rate by a set threshold. In contrast, a feed limited (FL) state prevails when
the mill load shows a rate of change less than zero, while the combined ore feed rate is in excess of the
average rate.

As indicated in Figure 7, the NOC (I) and FL states (III) in particular are not easily distinguishable
from one other based on a visual inspection of the load measurements of the mill only.

2 T T T T T T T |

-2

Load
(normalised)

-4

6 I 1 1 I I 1
0 2000 4000 6000 I 8000 10000 12000

I Time Index
| |

1
1
[
1
1
1
]l .
1
1 14000
1
1

Figure 7. The normalized mill load with labelled states: (I) normal operating condition (NOC), (II) Feed
disturbance, (III) Feed limited.

The autocorrelation function (ACF) of the data shown in Figure 7 is shown in Figure 8.
The autocorrelation decreases to a negligible value (<0.2) at a lag of approximately 250 and this value
was used as the length of the time series segments, i.e., b = 250. Subsequent analyses have indicated
that an even smaller value (e.g., b = 125) would still have given satisfactory results, which suggests
that the ACF criterion used in this investigation is conservative. This was not investigated in further
detail, but more work on this criterion would be required in future studies.

10 !

0.5~

Autocorrelation Function

0.5 ‘ ‘ ‘ '
0 200 400 600 800 1000

Index

Figure 8. The autocorrelation function (ACF) of the mill load time series showing a low to negligible
value at an index exceeding a window length of b = 250.
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This time series was consequently partitioned into K contiguous segments, each containing b = 250
observations. A breakdown of the partitioning of the time series data of the different mill controller
states is given in Table 1. A total of 50 segments, each with a length of 250, were used to calculate the
Euclidean distance matrices.

During implementation of the model, the step size was set equal to the window size, s = b,
to ensure that each image contained new data only. This was for illustrative purposes only and a lower
value for the step size might have been more appropriate if rapid detection of changes in the operating
states was the primary objective.

Table 1. Mill load measurements and number of time series segments for b = 250.

Mill States Number of Observations Number of Segments
Normal Operating Condition (NOC) 6000 24
Feed Disturbance (FD) 1500 6
Feed Limited (FL) 5100 20
12,600 50

3.2. Case Study 2: Estimation of Product Size in a Horizontal Stirred Mill on an Australian Base Metal Plant

Two variables, namely, power consumption and the temperature, were obtained from a horizontal
stirred mill (IsaMill) operating on a base metal plant in Australia. A simplified diagram of the grinding
circuit is shown in Figure 9. For proprietary reasons, these variables were scaled to zero mean and
unit variance, as shown in Figure 10. The data were obtained from continuous operation of the mill,
resulting in a total of 70,842 observations collected over a period of approximately two months.

The product size (Pgy values) of the mill was measured off-line once every 24 h and had to be
fused with the temperature and power data that were collected every minute. This was done based
on a ‘hold until updated” approach on the same timeline as the power and temperature samples,
as indicated in the top panel in Figure 10.

Recirculating Load

Hopper Feed

Outlet Temperature

Feed
Hopper |

) IsaMill ) T

Power

Consumption DISCharge

Hopper

Hopper Discharge

Figure 9. Flow diagram of the IsaMill grinding circuit, showing the measuring points of the power,
temperature, and Pgy particle size (after Aldrich and Napier [37]).

Based on an autocorrelation analysis of the times series variables, both time series were partitioned
into segments of length equal to b = 720. These segments were not contiguous, as with the first case
study, but were generated with a sliding window with a step size of s = 100. Other values were also
tested, but this did not have a material effect on the overall results. As shown in Figure 11 and Table 2,
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the particle sizes were grouped into three classes, which represent the particle size distribution that
could be either fine (Class 1), intermediate (Class 2), or coarse (Class 3).

3
2
o
(=]
o
1 2 3 4 5 6 7
Sample Index « 104
5] : . . :
2
[e]
o
Eel
<9
@
O 1
n
1 2 3 4 5 6 7
g Sample Index «104
©
(0]
o
£
(0]
|_
gl
Q9
é“"; 1 2 3 4 5 6 7
Sample Index « 104

Figure 10. The raw time series of Pgy particle size (top), scaled power consumption (middle), and

scaled temperature (bottom) of the IsaMill mill.

% Class 1
+ Class 2
O Class3

Temperature (autoscaled)

Power (autoscaled)

Figure 11. Distribution of particle size classes as a function of scaled temperature and power measurements.

Table 2. Distribution of Pg particle size classes in the IsaMill.

Particle Size (um) Class Description No of Observations No of Segments *
13 < Pgy < 15 1 Fine (F) 16,712 160
15 < Pgy <18 2 Intermediate (I) 40,330 397
Pgy > 18 3 Coarse (C) 17,280 166
74,312 723

* Segments generated with a sliding window of length b = 720 and a step size s = 100.

In this case study, a soft sensor is simulated, designed to predict the particle size class from
measurements of the power consumption and temperature of the mill load only. Over a comparatively
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short period of approximately two months, 50 different Pgy values were measured and the data were
therefore divided into a training data set containing 40 of the 50 particle sizes (spread across the three
classes summarized in Table 2), as well as a test data set containing 10 of the 50 particle sizes. This split
in the data was not random, but sequential in time, so as to simulate a soft sensor constructed from
data during a given period of data collection and then used to predict (classify the particle size) in a
subsequent period.

The soft sensor model was based on the use of a support vector machine to identify the Pgj class
(1, 2, or 3) based on feature sets extracted from the power, temperature, or measurements of both.
Five-fold cross-validation was used to construct the model from the training data set. The test set was
not used in the development of the model.

It is important to note that owing to the short period over which data were collected and the
variability of plant operation, the training and test data sets had similar, but not identical distributions.
This is illustrated in Figure 12, where the incomplete overlap of the training data (black ‘0”) and test
data (*") can be seen.

25 T T T

Scaled Temperature

Scaled Power

Figure 12. Distribution of training (black ‘0") and test (red *’) data sets.

4. Results

4.1. Case Study 1

The time series load data were used to classify the three mill operational states, i.e., normal
operating condition, feed disturbance, and feed limited. Representative plots of the distance matrices
of each operational state are displayed in Figure 13. In this figure, the colors range from dark blue to
bright yellow (Matlab’s default colormap) denoting very small to very large distances. The figures are
symmetrical around the diagonals running from the top left to the bottom right of the figures.
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Normal Operating Condition  Feed Disturbance Feed Limited

Figure 13. Representative plot of the Euclidean distance matrices of three control states of the
autogenous mill, i.e., normal operating conditions (left), feed disturbance (middle) and a feed limited
state (right). Small values are indicated by dark blue colors on the one extreme, while large distance
values are indicated by bright yellow colors.

Prior to the classification task, the texton features were visualized by projecting the linear
discriminant scores onto 2D space. Virtually complete separation of the three classes can be seen in
Figure 14, and it is clear that the control states of the mill can be identified from the mill load only.

3000 : : :
o NOC
e FC
2000f| + FD * -
* L J
o
1000 | © 0% ¢ e ]
<(N ° ° o
o 00 o +
— ol &° o * © ]
°° * Fg
1000 | o + -
- 5
+
+*
2000 : - :
2000  -1000 0 1000 2000 3000
LDA,

Figure 14. Visualization of the texton feature set of the mill load data (Case Study 1) as projected onto
2D space using linear discriminant scores, LDA; and LDA;.

This shows that the operational states of the mill can be inferred from load measurements only.
Moreover, the models considered here could, in principle, be implemented online once calibrated
appropriately and subsequently could form the foundation for more advanced process control models
for autogenous mills.

The data in Figure 14 can be compared with the lagged trajectory (LTM) feature set in Figure 15.
In this feature space, the three controller classes are clearly not as well separated as in the comparable
2D texton feature space.
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Figure 15. Visualization of the LTM feature set of the mill load data (Case Study 1), showing the NOC,
FC, and FL control states. The scores indicated by ‘'NOC-FC” and ‘FC-FL’ show transitions between
the NOC and FC and FC and FL states, respectively.

4.2. Case Study 2

Figure 16 shows typical Euclidean distance matrices for each of the three particle size classes
derived from the power (top) and temperature (middle) variables. The color map is the same as that
used in Figure 13, i.e., small distances are represented by dark blue hues, while large distances are
indicated by light green and bright yellow. The bright yellow horizontal and vertical lines in the top
and middle panels are indicative of possible outliers in the data, but these were not removed.

The bottom panels in the figure show the Euclidean distance matrices derived from both variables
simultaneously, or the cross distances between observations. That is, the distances were determined
from di.‘]- =||x; — y]-H,Zc, fori,j=1, 2, ..., b, where x = power and y = temperature.

A total of 11 feature sets were extracted from the distance matrices of the power variable (F;foxwer €

723x37 |Alex 723x4096 EVGG16 723x4096 tex 723x37 |Alex
R ’ Fpower eR ’ Fpower eR temp eR ’ Ftemp €

[R723x40% F}éﬁglé € R723x40%) cross distance matrices of power and temperature variables (F/,. €
R723x37  palex ¢ R723x40% FVCGI6 ¢ R723x409) and feature sets derived from the lagged trajectory

Cross emp
(LTM) embeddings of the power and temperature variables (F%ﬁgr € R723x10, ngﬂ]\g € R723x10

The embedding parameters /, = 720 and [, = 10 were determined from the autocorrelation functions
and by use of the false nearest neighbor algorithm [31], as shown in Figure 17. The above feature
matrices were used as predictors in building the classification models.

Since the AlexNet and VGG16 feature sets were comparatively large (4096 features each),
the authors also performed dimensionality reduction of these features using principal component
analysis, but using the first 20 principal component scores of these large feature sets did not result in
better SVM models than when all the features were used.

), the temperature variable (F
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Five-fold cross-validation was used to partition the data. For each fold, a model was trained using
all the data outside the fold, followed by testing using the data inside the fold. The results of using the
above features sets to classify the Pgy values are shown in Tables 3—-6.

Table 3. Results of classification (% correct) with predictor sets derived from the mill power data and

use of a cubic kernel support vector machine.

Power

Run TEXTONS ALEXNET VGG16 LTM
Train Test Train Test Train Test Train Test
1 83.3 60.0 71.3 62.7 76.6 63.4 59.5 60.9
2 86.5 419 76.7 47.3 77.9 46.5 65.5 37.1
3 85.0 447 74.2 57.5 78.3 48.1 62.7 53.6
4 83.7 64.9 71.6 65.0 73.6 66.4 65.4 55.3
5 84.3 54.2 72.0 58.8 78.1 62.6 62.9 54.6
AVG 84.6 53.1 73.2 56.3 76.9 57.4 63.2 52.3
STD 1.26 9.80 2.28 8.39 1.96 9.35 2.46 8.96

Table 4. Results of classification (% correct) with predictor sets derived from the mill temperature data

and use of a cubic kernel support vector machine.

Temperature

Run TEXTONS ALEXNET VGG16 LTM
Train Test Train Test Train Test Train Test
1 79.1 57.0 72.1 59.2 75.6 59.9 66.3 68.9
2 84.6 36.6 75.5 46.5 77.9 47.3 69.6 55.4
3 79.5 48.8 73.9 47.3 76.3 49.6 70.8 58.3
4 80.3 58.0 78.6 58.0 75.9 62.6 71.3 61.1
5 79.1 63.4 74.8 60.3 76.0 64.1 68.5 63.5
AVG 80.5 52.8 75.0 54.3 76.3 56.7 69.3 61.4
STD 2.33 10.43 2.39 6.77 0.91 7.72 2.00 5.16

Table 5. Results of classification (% correct) with predictor sets derived from the cross recurrence

combination of mill temperature and power data and use of a cubic kernel support vector machine.

Cross

Run TEXTONS ALEXNET VGG16 LTM
Train Test Train Test Train Test Train Test
1 69.9 59.2 59.0 57.8 69.2 63.1 NA NA
2 76.4 50.3 65.2 45.0 74.2 46.5 NA NA
3 74.6 46.5 67.1 46.5 74.6 48.0 NA NA
4 72.8 64.1 59.8 67.9 73.1 66.4 NA NA
5 72.4 58.8 63.0 61.8 72.2 60.3 NA NA
AVG 73.2 55.8 62.8 55.8 72.7 56.9 NA NA
STD 2.44 7.18 3.45 9.87 2.15 9.05 NA NA
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Table 6. Results of classification (% correct) with predictor sets derived from combination of the mill
temperature and power data and use of a cubic kernel support vector machine.

Combined Power and Temperature

Run TEXTONS ALEXNET VGG1e6 LTM
Train Test Train Test Train Test Train Test
1 86.1 78.9 80.9 77.5 85.2 78.2 60.5 61.3
2 89.7 45.0 80.6 47.3 86.3 47.3 77.4 41.9
3 91.1 43.1 80.4 51.9 85.7 52.6 75.3 55.9
4 89.0 65.0 80.7 59.8 83.4 66.4 72.6 61.2
5 88.8 74.1 78.9 69.2 86.2 71.8 73.4 51.2
AVG 88.9 61.2 80.3 61.1 85.4 63.3 71.8 54.3
STD 1.83 16.5 0.80 124 1.18 13.0 6.60 8.10
Class 1: Fine Class 2: Intermediate Class 3: Coarse
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Figure 16. Distance matrix plots of 3 classes—fine (left), intermediate (middle), and coarse
(right)—using time series of power draw (top), outlet temperature (middle), and cross distance of these
variables (bottom). Small values are indicated by dark blue colors on the one extreme, while large
distance values are indicated by bright yellow colors.



Processes 2018, 6, 17

16 of 19

1
c 3 Power » —&—Power
2 0.87 3 —— - Temperature Sos | --~-Temperature
g s
L 06 o
c c 0.6
5 —
5 04 " o
g % = % 0.4
8 0.2 ¥ s
. o)
% h ¥ (_cg 02
< 0 O e
g
02 O0 5 10 15
0 250 500 750 1000
Index Dimension

Figure 17. The autocorrelation function (left) and false nearest neighbor (right) plots of power draw
(solid lines) and outlet temperature (broken lines) time series.

As indicated in these tables, it is not possible to distinguish statistically between the different
algorithms based on the average values (% overall reliability of the classifiers), owing to the large
standard deviations associated with these values. However, since the folds were not selected randomly
from the data, and each fold represents a unique portion of the data set, the classifiers could also be
scored on their performance based on the folds, with the winner allotted a score of 1 and all the others
zero. On this basis, the algorithms could be ranked as follows (with scores in parentheses): VGG16
(7.5), LTM (5), ALEX (1.5), and TEX (1).

It is interesting that the VGG16 performed significantly better than AlexNet over all feature
sets, which is in keeping with other comparative studies between these two algorithms. Also of
interest is the fact that the VGG16 algorithm scored higher than the LTM approach often used in the
development of dynamic process models. This observation is consistent with the premise that deeper
neural networks can lead to better classification models in complex decision spaces [26,28,38].

The reconstructed attractors for both variables can be visualized by plotting the first three
dimensions of the trajectory matrix in each case, as shown in Figure 18. These plots are not necessarily
able to capture all the variance in the data, but provide some indication of the segregation of the data
labels in these phase spaces.

2000
=)
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~
ol W % N
2000 . -~
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-
1000 <
1000
X(t-720)

x(t)

x(t-720) 40

Figure 18. The reconstructed attractors of power draw (left) and outlet temperature (right) time series
data with legend: fine (red **’), intermediate (blue ‘+’), and coarse (green ‘0’).
5. Discussion and Conclusions

In this study, analysis of the structures of time series data were investigated based on the
Euclidean distance matrices of the observations. More specifically, the elements of these matrices
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were treated as analogous to the pixels in images, which made them amenable to multivariate image
analysis. Three state-of-the-art algorithms were used for this purpose, based on textons, as well as
two convolutional neural networks, AlexNet and VGG16, that have recently led to unprecedented
improvements in image recognition.

The main parameters that need to be specified by the user are the window size, or length of
the time series segment on which the distance matrix calculations are based, and the step size with
which this window is moved along the time series. Some guidelines were given with regard to the
selection of the window size, based on analysis of the autocorrelation function of the time series data.
Alternatively, both parameters generally would need to be optimized empirically, as their optimal
values would be system dependent.

The methodology was applied to two case studies associated with comminution systems in the
mineral processing industries and was used to capture the dynamic behavior of a few key variables
in these systems. By using features extracted with the above algorithms as predictors, classification
models could be constructed to identify mill control states and mill particle sizes.

The following conclusions can be made from the results.

o  Of the three algorithms, the VGG16 convolutional neural network appeared to yield the best
performance overall.

e  The controller states of a fully autogenous mill could be identified with a high degree of accuracy
with the proposed methodology—significantly more so than was possible with a conventional
approach using lagged variables as predictors.

e  The general approach also compared favorably with a traditional approach in the identification
of product size in a horizontal stirred mill, although only marginally so. Although the particle
sizes could not be identified with a high degree of accuracy in this case, the models could likely
be improved substantially with the availability of more plant data.

Finally, it should be noted that the methodology could be used for time series analysis in
general, including forecasting, classification, and clustering, and this should be confirmed by further
investigation on larger and more general data sets and systems.
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