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Abstract: A method is proposed to address the challenging issue of load prediction in user-level
integrated energy systems (IESs) using a composite VTDS model. Firstly, an IES multi-dimensional
load time series is decomposed into multiple intrinsic mode functions (IMFs) using variational mode
decomposition (VMD). Then, each IMF, along with other influential features, is subjected to data
dimensionality reduction and clustering denoising using t-distributed stochastic neighbor embedding
(t-SNE) and fast density-based spatial clustering of applications with noise (FDBSCAN) to perform
major feature selection. Subsequently, the reduced and denoised data are reconstructed, and a time-
aware long short-term memory (T-LSTM) artificial neural network is employed to fill in missing
data by incorporating time interval information. Finally, the selected multi-factor load time series is
used as input into a support vector regression (SVR) model optimized using the quantum particle
swarm optimization (QPSO) algorithm for load prediction. Using measured load data from a specific
user-level IES at the Tempe campus of Arizona State University, USA, as a case study, a comparative
analysis between the VTDS method and other approaches is conducted. The results demonstrate that
the method proposed in this study achieved higher accuracy in short-term forecasting of the IES’s
multiple loads.

Keywords: integrated energy systems; load forecasting; variational mode decomposition; feature
selection; support vector regression

1. Introduction

With the development of climate change and the increasing awareness of environ-
mental issues, the current energy transition is focused on low-carbon and sustainable
development [1,2]. In recent years, integrated energy systems (IESs) have experienced
rapid growth and have been widely studied and implemented in various countries. How-
ever, the strong randomness, volatility, and coupling of multiple loads in IES operations
can have an impact on its economic and reliable operation, particularly the frequent fluctu-
ations of user-level IES multiple loads. Therefore, the accurate prediction of user-level IES
multiple loads is essential for the stable operation of the system.

Over the past few decades, various load forecasting methods have been proposed for
the integrated energy system (IES), including regression analysis [3], correlation analysis [4],
and time series analysis [5]. However, these statistical methods have limitations in terms
of their ability to handle nonlinear data and achieve high prediction accuracy. To address
these limitations, researchers have turned to artificial intelligence methods, such as artificial
neural networks (ANNs) [6], decision trees, and support vector machines (SVMs) [7].
Among these, ANN stands out for its strong decision-making capabilities under uncertain
conditions. In recent years, the application of deep learning has become increasingly
prevalent, and researchers have combined convolutional neural networks (CNNs) with
various decomposition algorithms to adapt network structures and parameters for load
forecasting studies.
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In the literature [8], four baseline models, including ANN, SVM, classification and
regression trees (CARTs), and long short-term memory (LSTM), with a standard architecture
were used to predict hourly residential load demand in the IES. However, these models
were only suitable for specific scenario predictions and lacked generalization performance
verification. In the literature [9], an attention-based CNN-LSTM [10] model was proposed
for short-term load forecasting in IES. Although the model considered factors such as
hourly electricity prices and household energy efficiency, it failed to capture dynamic
changing characteristics, resulting in low prediction accuracy.

The literature [11] presented an IES load forecasting model based on bidirectional
generative adversarial network (BiGAN) data augmentation and transfer learning. How-
ever, the model did not consider factors such as user variations, and the dataset for new
users was limited, lacking sufficient data support. In the literature [12,13], a hybrid load
forecasting model integrating intelligent methods was proposed for feature selection and
parameter optimization. However, this method suffered from negative transfer effects. In
the literature [14], a cross-location IES load forecasting method that considered time and
multi-location data was introduced, avoiding negative transfer effects. However, the subjec-
tive setting of model parameters in this approach led to decreased prediction accuracy. The
aforementioned models focused on deterministic load forecasting for IES multiple loads
and made improvements mainly in terms of multi-model fusion algorithms. Although
they considered multi-dimensional features of the data, they had shortcomings in data
cleaning, such as outlier detection and missing value imputation, as well as significant
feature selection, which affected prediction accuracy.

To address this issue, this study investigates a load forecasting model based on the
composite VTDS model. Firstly, the IES multivariate load time series is decomposed into
multiple intrinsic mode functions (IMFs) using variational mode decomposition (VMD).
Subsequently, the multivariate load time series, consisting of the IMFs and other influencing
features, undergoes t-distributed stochastic neighbor embedding (t-SNE) for dimensionality
reduction and fast density-based spatial clustering of applications with noise (FDBSCAN)
for noise reduction, enabling the selection of major features in the multivariate load time
series. The sequence data are then restored and missing values are filled using a time-aware
long short-term memory (T-LSTM) artificial neural network, thereby completing the data
cleaning and feature selection steps. Finally, the feature-selected multivariate load time
series is input into the support vector regression (SVR) model for prediction. The SVR
model is optimized using the quantum particle swarm optimization (QPSO) algorithm.
The effectiveness of the proposed composite fusion model prediction method is validated
through case studies.

2. Variational Mode Decomposition

To enhance load prediction accuracy and prevent overfitting, the VMD decomposition
method [15] is employed to decompose the multiple-load time series data of IES. VMD
effectively breaks down the time series data into several IMFs with physical significance.
This decomposition is achieved by transforming the signal decomposition process into
an iterative variational problem, ensuring robustness against noise interference. The
decomposition process can be summarized as follows.

The eigenmode functions, uk(t) = Ak(t) cos(φk(t)), of the IES multivariate load series,
f (t), are subjected to Hilbert transformations, as shown in Equation (1):

uk1(t) =
(

δ(t) +
j

πt

)
∗ uk(t) (1)

where δ(t) is the impulsive function and obeys Dirac distribution.
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Using exponential, e−jωkt, correction for the modal functions, uk1(t), the spectrum of
each modal function is modulated to the whole frequency band using Equation (2):

uk2(t) =
[(

δ(t) +
j

πt

)
∗ uk(t)

]
e−jωkt (2)

where ωk is the center frequency of uk2(t).
Using Gaussian smoothing to demodulate each modal signal, the bandwidth is ob-

tained, as shown in Equation (3):

b =

∥∥∥∥∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt

∥∥∥∥2

2
(3)

The essence of the variational problem is to decompose the original signal, x(t), into K
components, u(t), then demodulate it using Hilbert transform to obtain the envelope signal,
and, finally, mix it with the predicted center frequency, ωk. The constraints are constructed,
as shown in Equation (4):

min
{uk},{ωk}

{
K
∑

k=1

∥∥∥∂t

[(
δ(t) + j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥2

2

}
s.t.

K
∑

k=1
uk(t) = f (t)

(4)

where uk = {u1, u2, . . . uk} is each modal function; ωk = {ω1, ω2, . . . , ωk} is each modal
center frequency. Using the quadratic equilibrium parameters, α, and Lagrange multipliers,
λ(t), the unconstrained variational problem is constructed, as shown in Equation (5):

L(uk, ωk, λ) = α
K
∑

k=1

∥∥∥∂t

[(
δ(t) + j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥2

2

+

∥∥∥∥ f (t)−
K
∑

k=1
uk(t)

∥∥∥∥2

2
+

〈
λ(t), f (t)−

K
∑

k=1
uk(t)

〉 (5)

where ω ≥ 0, the alternating direction method of multipliers (ADMMs), is used for the
convex optimization solution; the generalized functions, uk and ωk, are updated, as shown
in Equation (6):

ûn+1
k (ω) =

f (ω)−
K
∑

i=1, i<k
ûn+1

k (ω)−
K
∑

i=1, i>k
ûn

k (ω)+ λ̂n(ω)
2

1+2α(ω−ωn
k )

2

ωn+1
k =

∞∫
0

ω|ûn+1
k (ω)|2dω

∞∫
0
|ûn+1

k (ω)|2dω

(6)

where n is the number of iterations; ûn+1
k (ω), f̂ (ω), and λ̂n(ω) are the Fourier transforms

of ûn+1
k (t), f (t), and λ(t), respectively, for all ω ≥ 0; and λ is updated, as shown in

Equation (7):

λ̂n+1(ω) = λ̂n(ω) + τ

[
f̂ (ω)−∑

k
ûn+1

k (ω)

]
(7)

where τ is the noise tolerance; when there is strong noise in the signal, it is necessary to
set τ = 0 to achieve a better prediction effect set, iterate until the convergence condition of
Equation (8) is satisfied, and, finally, obtain IMFs:

K

∑
k=1

∥∥∥ûn+1
k − ûn

k

∥∥∥2

2
/‖ûn

k ‖
2
2 < ε (8)
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where ε is the tolerance error.

3. t-SNE Data Dimensionality Reduction and FDBSCAN Clustering Noise Reduction
3.1. Data Compression and Dimensionality Reduction Based on the t-SNE Algorithm

This paper presents seasonal plots of the hourly cooling load distribution, cooling and
heating load distribution, and electric heat load distribution for the Tempe campus of Ari-
zona State University in the United States. The data cover the period from January to June
2022 and are generated using a sparse method. These plots are depicted in Figure 1. Fur-
thermore, a Pearson correlation matrix is provided, showcasing the relationships between
the multivariate system load and variables such as temperature, carbon emissions, the
total number of lighting fixtures, and the number of residential buildings. The probability
density distribution of the correlation matrix is illustrated in Figure 1 and Table 1.
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Figure 1. Hourly multi-load distribution in each season. (a) Electrical and cooling load; (b) electrical 
and heating load; (c) cooling and heating load. 

The correlations in Figure 1 are reflected in the fact that the demand variations of multiple 
loads in IES are not completely independent; a sudden change in one load can potentially 
serve as a signal transmitted to other loads. Figure 1 reveals two fundamental characteristics 
of load correlations in IES: in any time interval (season), different types of loads exhibit a 
certain degree of correlation; the two types of loads exhibit similar correlations in different 
time intervals, but the degree of correlation may vary. A Pearson correlation matrix for 
correlation analysis of system multivariate load and influencing factor is shown in Table 1. 

  

Figure 1. Hourly multi-load distribution in each season. (a) Electrical and cooling load; (b) electrical
and heating load; (c) cooling and heating load.

Table 1. Pearson correlation matrix for correlation analysis of system multivariate load and influenc-
ing factors.

Total
Lightbulbs Temperature Greenhouse

Gases Total Houses System Load

Total
lightbulbs 1.00 0.58 0.91 −0.37 0.30

Temperature 0.58 1.00 0.89 0.32 −0.11
Greenhouse

gases 0.91 0.89 1.00 0.10 −0.05

Total houses −0.37 0.32 0.10 1.00 −0.39
System load 0.30 −0.11 −0.05 −0.39 1.00

The correlations in Figure 1 are reflected in the fact that the demand variations of
multiple loads in IES are not completely independent; a sudden change in one load can
potentially serve as a signal transmitted to other loads. Figure 1 reveals two fundamental
characteristics of load correlations in IES: in any time interval (season), different types
of loads exhibit a certain degree of correlation; the two types of loads exhibit similar
correlations in different time intervals, but the degree of correlation may vary. A Pearson
correlation matrix for correlation analysis of system multivariate load and influencing
factor is shown in Table 1.

Figure 2 provides an intuitive analysis of the correlation between variables and system
load. The 3D plot and its pseudo-colored representation depict the complex correlation
strength between total lightbulbs, temperature, greenhouse gases, total houses, and system
load. The varying shades of different colors reflect the varying degrees of correlation.
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Deeper colors indicate stronger correlations, suggesting that when conducting load fore-
casting, these variables should be considered as influencing factors.
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To determine the statistical significance of the correlation coefficients, a significance
level of 0.05 was set. Then, the p-value for each correlation coefficient was calculated (i.e., the
probability of the hypothesis test). If a p-value is less than 0.05, it can be considered that the
correlation coefficient is statistically significant, indicating a significant correlation between
the two variables. Through the above steps, the main influencing factors for load forecasting
were selected. The main influencing factors consist of 14 types, namely, temperature,
humidity, wind speed, sunshine hours, precipitation, holidays, seasons, total lightbulbs,
greenhouse gas emissions, total houses, system load, population, and transmission line
capacity. Based on the calculations from Table 1 and Figures 1 and 2, it can be concluded
that the strong interdependencies among multiple loads, temperature, carbon emissions,
and other factors significantly impact the load forecast in the IES. Therefore, it is crucial
to perform primary feature selection and dimensionality reduction on these influencing
factors. To address the issue of crowded visualizations resulting from principal component
analysis (PCA) algorithm-based dimensionality reduction [16], this paper adopts a two-step
approach. Firstly, PCA is utilized to determine the order of dimensionality reduction.
Subsequently, the t-SNE algorithm, a nonlinear learning method based on information
theory, is introduced. t-SNE preserves the local characteristics of the data by transforming
the proximity relationships into a probability distribution. The high-dimensional time
series data, consisting of each IMF and other influencing factors obtained through VMD
decomposition, is transformed into low-dimensional time series data using the gradient
descent method. The iterative process continues until the difference loss function C reaches
its minimum value, and the optimal dimensionality reduction result is obtained, satisfying
the iteration condition. A flowchart of the algorithm is illustrated in Figure 3.

Processes 2023, 10, x FOR PEER REVIEW 7 of 23 
 

 

K=0Initialization

Calculating the joint 
probability of a high-

dimensional space

The objective function 
C for minimizing KL 

dispersion

Input

Output 
dimensionality 

reduction results

K>SGet Cmin
YesNo

Yes

High-dimensional 
time series

K=K+1

Maximum number 
of iterations

Calculating joint 
probabilities in low-
dimensional spaces

End

No

 

Figure 3. t-SNE algorithm high-dimensional data dimensionality reduction flow chart. 

In Figure 3, K is used to indicate the number of nearest neighbors considered when 

constructing the neighborhood graph. S represents perplexity, which is used to balance 

the attention given to local structure and global structure in the data, while also 

controlling the effective number of neighbors used for each data point during the 

embedding process. 

3.2. FDBSCAN Clustering Noise Reduction 

The presence of noise and orphan points in the data, even after dimensionality 

reduction, can have a negative impact on load prediction accuracy. To mitigate this issue, 

DBSCAN is utilized. DBSCAN is an unsupervised machine learning method [17,18] that 

operates effectively in spatial databases containing noise. It divides regions with a 

sufficiently high density of connected points into clusters, allowing for the discovery of 

data structures of any shape without the need to specify the number of clusters in advance. 

Moreover, DBSCAN is capable of identifying and handling noise and outliers to reduce 

their impact. The DBSCAN algorithm relies on two crucial hyperparameters: the radius 

and the density threshold. These parameters play a significant role in determining the 

clustering behavior and noise identification. A schematic diagram illustrating the 

DBSCAN clustering process is presented in Figure 4. 

C

B

A

B

A Core Point

B Boundary Points

C  Noise Point

 

Figure 4. DBSCAN clustering schematic. 

Figure 3. t-SNE algorithm high-dimensional data dimensionality reduction flow chart.

In Figure 3, K is used to indicate the number of nearest neighbors considered when
constructing the neighborhood graph. S represents perplexity, which is used to balance the
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attention given to local structure and global structure in the data, while also controlling the
effective number of neighbors used for each data point during the embedding process.

3.2. FDBSCAN Clustering Noise Reduction

The presence of noise and orphan points in the data, even after dimensionality re-
duction, can have a negative impact on load prediction accuracy. To mitigate this issue,
DBSCAN is utilized. DBSCAN is an unsupervised machine learning method [17,18] that
operates effectively in spatial databases containing noise. It divides regions with a suffi-
ciently high density of connected points into clusters, allowing for the discovery of data
structures of any shape without the need to specify the number of clusters in advance.
Moreover, DBSCAN is capable of identifying and handling noise and outliers to reduce
their impact. The DBSCAN algorithm relies on two crucial hyperparameters: the radius
and the density threshold. These parameters play a significant role in determining the
clustering behavior and noise identification. A schematic diagram illustrating the DBSCAN
clustering process is presented in Figure 4.
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The DBSCAN algorithm operates under the assumption that points within the neigh-
borhood of the same core point belong to the same class. However, if the distance between
two sets of sample points is larger than a certain threshold, this indicates that these points
belong to different classes. This can result in redundant neighborhood retrieval during the
cluster expansion process, which, in turn, slows down the clustering speed. To address
this issue, this paper explores the Fast DBSCAN (FDBSCAN) algorithm. In the FDBSCAN
algorithm, the core points existing in the overlapping region between sub-clusters are used
as the basis for cluster merging. By utilizing these core points, extended cluster cluster-
ing is performed, effectively avoiding redundant neighborhood retrieval during cluster
expansion. As a result, the clustering process is accelerated. A flowchart illustrating the
FDBSCAN algorithm is depicted in Figure 5.
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4. Data Restoration and Data Filling

After compressing the data, some or all of the redundancy may still remain during its
utilization. Therefore, a restoration step is required to recover the original data. However,
the restoration process may result in missing data. Consequently, the effectiveness of time
series prediction is compromised. To address this issue, it is essential to not only consider
the correlation between the data but also fill in the missing values. In this study, a novel
unsupervised model called T-LSTM is proposed for filling in the missing data in time
series. The T-LSTM model incorporates time interval information to enhance its predictive
capabilities. The architecture of the T-LSTM model is depicted in Figure 6.
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The T-LSTM model [19,20] leverages the interval time between data points as addi-
tional features. In Figure 6, the green box represents the network, and the yellow circles
represent point-wise operators. xt represents the current input, ht−1 and ht are previous
and current hidden states, and Ct−1 and Ct are previous and current cell memories. In
the T-LSTM model, the interval information is carefully analyzed, weighted, fused, and
incorporated into the LSTM network for training. By considering the interval information,
the model is capable of accurately predicting and filling in the missing data. The LSTM
network processes the input features and generates the output values that effectively fill
the missing data points.

5. QPSO-Optimized SVR Model
5.1. SVR Model

The SVR model [21,22] is known for its strong generalization ability when dealing
with high-dimensional nonlinear problems with limited data. It has been widely employed
in various applications such as transmission line discharge, battery life prediction, and
load prediction. The SVR model utilizes a kernel function to map the input data from
a low-dimensional space to a higher-dimensional space. This transformation allows for
linearly indistinguishable data to become linearly separable in the transformed space. In
the SVR model, the input feature vector is denoted as xi, the corresponding output vector
as yi, and n represents the total number of samples. To ensure the effectiveness of the
SVR model in practical applications, a nonlinear mapping function is defined, as shown in
Equation (9):

f (x) = ω · ϕ(x) + b (9)

The mapping of the training set from a low-dimensional space to a high-dimensional
space is denoted by ϕ(x) : Rn → RN . The weight vector representing the smoothness of
the model is denoted by ω, and b is the bias parameter. According to the risk minimization
criterion, Equation (9) can be expressed as the following minimization problem:

minR = C
n

∑
i=1

(ξi + ξ∗i ) +
1
2

ωTω (10)

s.t.


yi −ωT ϕ(xi)− b ≤ ε + ξi
−yi + ωT ϕ(xi) + b ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0, i = 1, 2, . . . , n
(11)

C represents the penalty factor for the slack variable. It accounts for the allowable
error in the regression. The minimization problem is converted into a quadratic convex
optimization problem through the introduction of Lagrange multipliers µ, µ∗, γ, γ∗ ≥ 0
and optimality conditions.

L(ω, b, ξi, ξ∗i , µ, µ∗, γ, γ∗) =
1
2 ωTω + C

n
∑

i=1
(ξi + ξ∗i ) +

n
∑

i=1
µi( f (xi)− yi − ε− ξi)

+
n
∑

i=1
µi
∗(− f (xi) + yi − ε− ξ∗i )−

n
∑

i=1
(ξiγi − ξi

∗γi
∗)

(12)

By taking a partial derivative, ω, b, ξi, ξ∗i , of the Lagrange function and maximizing its
dual problem, the load prediction problem can be expressed by a kernel function, f (x).

f (x) =
n

∑
i=1

(µ− µ∗)κ(xi, xj) + b (13)

In Equation (13), κ(xi, xj) = ϕT(xi)ϕ(xj) is the kernel function that satisfies Mercer’s
theorem. The kernel function avoids the direct calculation of arbitrary dimensional feature
space mapping. In this paper, the radial basis function (RBF) kernel is used due to its fewer
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parameters and stronger nonlinear mapping capabilities. The expression of the RBF kernel
is as shown in Equation (14):

κ(xi, xj) = exp(−υ
∥∥xi − xj

∥∥2
) (14)

where υ is the nuclear parameter.

5.2. QPSO Optimization SVR Model Steps

The SVR model’s generalization capacity is influenced by the penalty parameters, C;
kernel parameters, υ; and tolerance errors, ε. To optimize the SVR model and identify the
optimal parameter combination (C, υ, ε), the QPSO algorithm [23–25] was used to optimize
the model parameters of the SVR load forecasting algorithm, resulting in higher prediction
accuracy, as shown in Figure 7.
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The specific steps of the QPSO-SVR algorithm are as follows:

(1) Data preprocessing. Normalize the time series data containing influencing factors,
and divide the processed data into training and testing datasets.

(2) Initialize the quantum particle swarm, such as the swarm size; maximum number of
iterations; tolerance errors, ε; the range of penalty parameters, C; and Gaussian kernel
parameters, υ.

(3) Set the fitness function for QPSO to be mean square error (MSE).

MSE =
1
n

n

∑
i=1

(ŷi − yi)
2 (15)

In Equation (15), ŷi is the predicted value at the i-th iteration and yi is the actual value
at the i-th iteration.

(4) Calculate the optimal positions for each particle in the particle swarm and the global
best position using MSE.

(5) Calculate the average of the optimal positions in the particle swarm and update the
particle positions.

(6) Repeat steps (2) to (5) until the iteration termination condition is met, and output the
optimized values of (c, υ, ε).

(7) Perform load forecasting for electrical, cooling, and heating loads.
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6. Load Forecasting Method Based on Composite VTDS Model
6.1. General Architecture of Composite VTDS Model

Figure 8 presents a comprehensive architecture of the VTDS-based ultra-short-term
load forecasting model for IES. The architecture incorporates various components such
as VMD, t-SNE, FDBSCAN, and QPSO-SVR. Firstly, VMD is employed to decompose
the IES electric, cooling, and heating loads. The resulting IMF components of each load
are then combined with time series data that influence IES load prediction, including
temperature, carbon emissions, total lighting count, and wind speed. This combination
forms a multifactor dataset for each load category. The data are split into a training set,
a validation set, and a test set. Subsequently, the multifactor datasets containing IMF
components for each load type in the training set undergo the first layer of t-SNE data
dimensionality reduction, FDBSCAN clustering, noise reduction, data reduction, and
imputation processes to accomplish primary feature selection. The multifactor multi-load
validation set, encompassing each IMF component, is fed into the second layer of the
QPSO-SVR model for training, aiming to determine the optimal parameters for the model.
Finally, the multifactor multivariate load test set is fed into the optimized prediction model
for forecasting. The prediction results of each IMF component are combined to obtain the
IES load prediction value at the end-user level, which serves to evaluate the effectiveness
of the proposed method in this paper.
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6.2. Evaluation Indicators

In order to provide a comprehensive assessment of the performance of IES ultra-short-
term load forecasting methods, this paper employs several evaluation parameters, namely,
root mean square error (RMSE), coefficient of determination (R2), and mean absolute
error (MAE). These parameters are utilized to compare and evaluate the load forecasting
effectiveness of each model. The definitions of each evaluation parameter are shown in
Equations (16)–(18):
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(1) RMSE

RMSE =

√
1
n

n

∑
i
(ypre − yi)

2 (16)

(2) R2

R2 = 1−

n
∑
i
(ypre − yi)

2

n
∑
i
(y− yi)

2
(17)

(3) MAE

MAE =
1
n

n

∑
i

∣∣ypre − y
∣∣ (18)

where n is the number of samples in the test set, and ypre is the predicted value of the
electrical, cooling, or heating load at the i-th sample point. y is the actual value of the
electrical, cooling, or heating load at the i-th sample point.

7. Calculation Example Analysis
7.1. Experimental Data and Work Platform

In this study, the user-level IES multiple load data were collected from the Tempe
campus of Arizona State University in the United States [26]. Weather data were obtained
from the National Renewable Energy Laboratory. The data used for experimentation
spanned from January to August 2022 and included information on cold load, heat load,
electric load, temperature, carbon emissions, and total lighting quantity. The data were
sampled at hourly intervals. The test set comprised the data from the last week, while
the remaining data were used for training purposes. Three time periods were selected as
experimental data: January to February 2022 (winter), March to May 2022 (spring), and
June to August 2022 (summer). The data included time series of electric, cooling, and
thermal loads, as well as meteorological factors, such as temperature and wind speed. The
sampling interval for all datasets was 1 h. Each season (spring, summer, and winter) was
separately divided, and the data from 25–31 August 2022, were chosen as the test set, while
the remaining data were randomly divided into training and validation sets in a 1:1 ratio.
The experimental setup consisted of an Intel Core i7-8750H CPU and 16GB of RAM. The
programming was carried out in Python using the PyCharm IDE, with the implementation
of the algorithmic models utilizing the PyTorch and learning toolkits.

7.2. IES Load Decomposition and Data Series Processing

To enhance the load prediction performance and account for the varying magnitudes
of each influencing factor, it is necessary to normalize each component of the input feature
vector [27,28]. This normalization process ensures that the data are on a consistent scale
and allows for better comparison and analysis. The normalization procedure is carried out
as shown in Equation (19).

xa f ter
i,j =

xi,j − xmin
j

xmax
j − xmin

j
(19)

where xi,j is the value of the j-th component of the i-th sample eigenvector before nor-

malization; xa f ter
i,j is the value of the j-th component of the i-th sample eigenvector after

normalization;xmax
j , xmin

j are the maximum and minimum values of the j-th component of
the eigenvector.
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Before decomposing the IES multivariate load using VMD, this paper uses the QPSO
Algorithm to determine the optimal decomposition number, K = 5; the quadratic equilib-
rium parameter; and γ = 1 × 10−6 is the tolerance error. The IMF curves obtained from
the original time series of each load and VMD are shown in Figure 9.
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Figure 9. A plot of original and VMD curves for each load of the Tempe campus. (a) Electrical load;
(b) cooling load; (c) heating load.
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Figure 9 illustrates that IMF1 represents the low-frequency component, capturing
the overall trend of various IES load variations. It exhibits a relatively flat pattern and
can achieve accurate prediction results. On the other hand, IMF2-IMF5 correspond to the
high-frequency components, each exhibiting a concentrated frequency range and repre-
senting smoother variations. These components are relatively easier to predict, and their
prediction performance can be enhanced through the VMD decomposition process. The
experimental results demonstrate that the prediction of IES multiple loads is significantly
influenced by meteorological information, energy consumption, and emissions. Therefore,
when constructing the features, it is crucial to consider these factors. In this study, the
meteorological data provided in the example include seven hourly factors: temperature, air
pressure, dew point, wind speed, cloud cover, precipitation, and humidity. Additionally, to
incorporate the influence of other factors, such as coal and gas consumption, air quality
index, building count, lighting equipment count, greenhouse gas emissions, and day of the
week, a total of 14 influencing factors are considered.

For each load, the first six hours of the prediction time are taken into account in the
data processing input. The input features consist of each IMF series and the 14 influencing
factor series, resulting in a feature dimension of fifteen. Due to the high dimensionality of
the data, PCA is employed to determine the feature construction sequence in descending
order. Table 2 displays the descending order based on the sum of the principal component
contributions exceeding 0.9.

Once the feature construction sequence is determined, the data distribution is eval-
uated using PCA and t-SNE algorithms [29,30]. The input feature sequence undergoes
t-SNE compression and dimensionality reduction operations. Subsequently, the k-means
clustering algorithm (K-means) clustering algorithm and fast density-based spatial clus-
tering of applications with noise (FDBSCAN) are employed to compare the effectiveness
of noise reduction techniques. The results of PCA-TSNE compression and dimensionality
reduction, as well as the comparison between K-means and FDBSCAN noise reduction
methods, are depicted in Figures 10–12, respectively.
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Table 2. PCA descending order table of Tempe campus.

Type of Load Principal Component
Contribution Rate Descending Order

Electrical load [0.424 0.264 0.249 0.063] 3
Cooling load [0.467 0.254 0.181 0.101] 4
Heating load [0.329 0.271 0.214 0.186] 4
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In Figures 10–12, the distances and relative positions between data points represent
the high-dimensional data of multivariate loads after VMD decomposition and t-SNE com-
pression and dimensionality reduction. The comparison between K-means and FDBSCAN
denoising methods illustrates the noise, clustering, and similarity relationships among the
high-dimensional data points. When applying the k-means algorithm for noise reduction,
it struggles to accurately identify the noise points in the feature sequences used in this
paper. Consequently, there are a greater number of isolated noise points after processing.
On the other hand, FDBSCAN overcomes the limitations of k-means and demonstrates
superior noise reduction performance. Hence, FDBSCAN is utilized for noise reduction
in this study. During the data processing operations described above, a data restoration
procedure is necessary to restore the original data, which were fragmented. The results of
the data restoration are depicted in Figure 13.

Processes 2023, 10, x FOR PEER REVIEW 17 of 23 
 

 

   
(a) (b) (c) 

Figure 13. Data reduction graph for each load of Tempe campus. (a) Electrical load; (b) cooling load; (c) heating load. Figure 13. Data reduction graph for each load of Tempe campus. (a) Electrical load; (b) cooling load;
(c) heating load.

Due to climate factors, changes in user demand, equipment failures, or other external
factors, load data may exhibit anomalies or missing values. This phenomenon is observed in
the data reconstruction process in Figure 13. Meanwhile, the box plots of Figures 14 and 15
provide evidence of the existence of data outliers. The box-and-whisker plot represents the
interquartile range (IQR) of the data, which is the middle 50% of the data. The whiskers
extend from the edges of the box and represent the data range outside the interquartile
range. Data points beyond the whiskers are considered outliers. Data points depicted are as
red diamond-shaped boxes in Figure 14 and as green diamond-shaped boxes in Figure 15.
Figure 14 displays the hourly box plot for the year 2022, while Figure 15 illustrates the
weekly box plot.



Processes 2023, 11, 2461 17 of 22

Processes 2023, 10, x FOR PEER REVIEW 18 of 23  

 

Due to climate factors, changes in user demand, equipment failures, or other external 
factors, load data may exhibit anomalies or missing values. This phenomenon is observed 
in the data reconstruction process in Figure 13. Meanwhile, the box plots of Figures 14 and 
15 provide evidence of the existence of data outliers. The box-and-whisker plot represents 
the interquartile range (IQR) of the data, which is the middle 50% of the data. The whiskers 
extend from the edges of the box and represent the data range outside the interquartile 
range. Data points beyond the whiskers are considered outliers. Data points depicted are 
as red diamond-shaped boxes in Figure 14 and as green diamond-shaped boxes in Figure 
15. Figure 14 displays the hourly box plot for the year 2022, while Figure 15 illustrates the 
weekly box plot. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

5000

10000

15000

20000

25000

El
ec

tri
ca

l l
oa

d/
kW

Time/h  
(a) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

0

5000

10000

15000

20000

25000

30000

35000

Co
ol

in
g 

lo
ad

/k
W

Time/h  
(b) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0

1000

2000

3000

4000

H
ea

tin
g 

lo
ad

/k
W

Time/h  
(c) 

Figure 14. Hour-level electrical, heat, and cooling load box diagram of 2022. (a) Electrical load; (b) 
cooling load; (c) heating load. 
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Figure 14. Hour-level electrical, heat, and cooling load box diagram of 2022. (a) Electrical load;
(b) cooling load; (c) heating load.
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In this study, the average value is employed to correct data outliers and address the
issue of missing samples by utilizing the information from existing variables. The T-LSTM
model is then applied to fill in the missing data in the IMF time series.

7.3. Results Analysis

The selection of parameters has a significant impact on the IES multivariate load pre-
diction performance of each model. In this paper, the QPSO algorithm is utilized to obtain
the optimal hyperparameters for the SVR model, namely, c ∈ [1, 2000], v ∈ [ 0.0001, 0.1],
and ε ∈ [0.01, 0.2]. To validate the effectiveness of the VTDS method proposed in this
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study, various models, including ELM, LSTM, SVR, VMD-QPSO-ELM, VMD-QPSO-LSTM,
VMD-QPSO-SVR, VMD-tSNE-DBSCAN-ELM, VMD-tSNE-DBSCAN-LSTM, and VMD-
tSNE-DBSCAN-SVR, are compared with the proposed model using different types of load
multi-factor datasets as input. Through experiments, it was found that calendar informa-
tion, such as holidays, has minimal impact on the effectiveness of ultra-short-term load
forecasting. Therefore, when constructing the input features, only IES multivariate load
and meteorological information are considered. The load in the preceding hours before
the prediction moment has a significant impact on the forecasting performance. The ex-
perimental results show that considering the preceding 6 h of multivariate load yields the
best prediction results. For the VTDS model, the input features include the IMF component
values of electric, cooling, and thermal loads for the preceding 6 h and the values of 14
meteorological factors at the prediction moment, resulting in a feature dimension of 29.
The load forecasting results for electric, cooling, and thermal loads at 168 time points from
25–31 August 2022, with a 1 h ahead forecast, are shown in Figure 16.
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A comparison of each load assessment parameter is shown in Tables 3 and 4.

Table 3. Comparison of RMSE parameters for each load of the Tempe campus.

Model
RMSE

(Electrical/Cooling/Heating
Load)/kW

Average RMSE/kW

ELM 618.3691/334.4753/346.5641 320.7622
LSTM 222.5678/415.8794/323.8393 433.1362
SVR 129.5528/216.5282/415.9774 330.5371

VMD-QPSO-ELM 228.7588/112.6572/530.8932 290.7697
VMD-QPSO-LSTM 314.8551/420.1306/244.2783 326.4213
VMD-QPSO-SVR 225.9870/417.5440/323.2073 322.2461

VMD-tSNE-DBSCAN-ELM 317.8189/228.3949/120.6046 222.2728
VMD-tSNE-DBSCAN-LSTM 429.0997/216.4032/332.6854 326.0628
VMD-tSNE-DBSCAN-SVR 212.1085/119.8910/97.0682 143.0226

VTDS 33.2324/46.2816/54.3692 44.6277

Table 4. Comparison of assessment parameters for each load of the Tempe campus.

Model
MAE

(Electrical/Cooling/Heating
Load)/kW

R2
(Electrical/Cooling/Heating

Load)

ELM 541.7383/425.3627/338.3464 0.8662/0.7892/0.8892
LSTM 531.0237/764.9110/372.9475 0.5990/0.7254/0.6301
SVR 339.1482/446.1584/529.1694 0.5770/0.8946/0.8634

VMD-QPSO-ELM 445.4997/556.9743/637.0386 0.8106/0.5366/0.7098
VMD-QPSO-LSTM 543.0011/626.4683/735.4365 0.9215/0.7500/0.8900
VMD-QPSO-SVR 435.7677/752.4003/848.5829 0.6799/0.6480/0.5736

VMD-tSNE-DBSCAN-ELM 643.3096/326.0979/438.5551 0.9607/0.7154/0.5366
VMD-tSNE-DBSCAN-LSTM 542.9419/354.1792/666.5641 0.4739/0.8201/0.7760
VMD-tSNE-DBSCAN-SVR 429.3462/233.4583/647.4392 0.9063/0.8950/0.9261

VTDS 64.4961/77.8533/86.5983 0.9906/0.9823/0.9657

From Tables 3 and 4 and Figure 16, the following can be observed:

(1) The prediction models lacking VMD decomposition and employing alternative meth-
ods for load decomposition exhibit inferior prediction results compared to those
utilizing VMD decomposition. Among these machine learning models, considering
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the overall predictive performance of the dataset, the ELM model shows the highest
prediction error with an RMSE value of 618.3691 for the electrical load.

(2) The introduction of multivariate load decomposition with VMD significantly enhances
the performance of the prediction models; particularly, the VMD-tSNE-DBSCAN-SVR
combination model showcases notable improvements. The RMSE metric proves to
be sensitive to outliers, indicating a substantial difference between the predicted and
actual values. The VTDS prediction model achieves an average RMSE value of 44.6277,
approximately 0.3 times lower than the lowest value of the other models, showcasing
superior performance and effectiveness.

(3) When considering all the prediction models collectively, the VTDS model exhibits the
smallest error in load prediction, as evidenced by the lowest values for evaluation
parameters, such as RMSE and MAE. Additionally, the model achieves a high R2
value, indicating excellent prediction accuracy for electric load, second best for cold
load, and comparatively weaker performance for heat load.

8. Conclusions

In this paper, a novel approach for ultra-short-term load forecasting in user-level IES
is proposed based on VTDS multi-model fusion. The main conclusions and the VTDS
multiple load prediction method investigated in this paper encompass the following:

(1) Adopting VMD to decompose the IES electrical, cooling, and heating load sequences
into different intrinsic mode functions (IMFs) reduces the complexity of load time
series and lowers the difficulty of prediction.

(2) During feature construction, the consideration of both the multi-dimensional load
and 14 relevant meteorological factors from the preceding 6 h enriches the feature
information, which is beneficial for reducing prediction errors.

(3) Utilizing the QPSO algorithm to optimize the parameters of the SVR model improves
the accuracy of the model’s predictions.

(4) The composite VTDS prediction method, combined with data cleaning algorithms,
can enhance feature selection and noise reduction, optimize the time series input of
the prediction model, and improve the accuracy of the model’s predictions.

The method proposed in this paper exhibits low sensitivity to temporal and spatial
dynamic changes, making it difficult to quickly adapt to sudden variations or new patterns.
It also fails to capture dynamic changes within short time intervals. Subsequent research
should focus on incorporating spatiotemporal dynamic multi-feature information into the
user-level IES ultra-short-term load forecasting problem.
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Nomenclature

IES Integrated energy system
VMD Variational mode decomposition
IMF Intrinsic mode function
IMFs Intrinsic mode functions
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DBSCAN Density-based spatial clustering of applications with noise
FDBSCAN Fast density-based spatial clustering of applications with noise
LSTM Long short-term memory
T-LSTM Time-aware long short-term memory
QPSO Quantum particle swarm optimization
ADMM Alternating direction method of multipliers
SVR Support vector regression
CNN Convolutional neural network
SVM Support vector machine
ANN Artificial neural network
CART Classification and regression trees
BiGAN Bidirectional generative adversarial network
PCA Principal component analysis
t-SNE T-distributed stochastic neighbor embedding
K-means K-means clustering algorithm
RMSE Root mean square error
R2 Coefficient of determination
MAE Mean absolute error
ELM Extreme learning machine
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