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Abstract: Heat integration by a heat exchanger network (HEN) is an important topic in chemical
process system synthesis. From the perspective of optimization, the simultaneous synthesis of HEN
belongs to a mixed-integer and nonlinear programming problem. Both the stage-wise superstructure
(SWS) model and the chessboard model are the most widely adopted and belong to structural
models, in which a framework is assumed for stream matching, and the global optimal solution
outside its feasible domain may be defined by the framework. A node-wise non-structural model
(NW-NSM) is proposed to find more universal stream matching options, but it requires a mass of
structural variables and extra multiple correction strategies. The aim of this paper is to develop a
novel matrix non-structural model (M-NSM) for HEN without stream splits from the perspectives of
global optimization methods and superstructure models. In the proposed M-NSM, the heat exchanger
position order is quantized by matrix elements at each stream, and a HEN structure is initialized
by the random generation of matrix elements. An approach for solving HEN problems based on
a matrix real-coded genetic algorithm is employed in this model. The results show that M-NSM
provides more flexibility to expand the search region for feasible solutions with higher efficiency than
previous models.

Keywords: heat exchanger network synthesis; non-structural model; optimization; matrix real-coded;
genetic algorithm

1. Introduction

Chemical production has played an important role in human life and economic de-
velopment since the first industrial revolution. Production can vary in scale, product
categories, raw materials, and even operation modes, but it is always implemented by
a series of operation units with certain topology. The heat exchanger network (HEN) is
commonly required in most industrial processes, as the temperature of streams to either
the reactor or separation unit needs to be specified. According to the process design, some
streams need to be heated while others need to be cooled. The HEN can find matches
among them to reduce the energy demand from outside utilities, and to effectively control
the energy consumption and improve the energy utilization rate of the process system [1].
With increasing energy prices and environmental concerns, the improvement of the HEN
has recently attracted more attention.

A modern chemical production facility can produce hundreds of units, or even more,
resulting in many opportunities for stream matching, corresponding to different energy-
saving and network investments. From the systematic point of view, the motivation for
the ideal design of the HEN is to pursue the maximum energy savings with a minimum
network investment while this is not feasible in engineering theory, which means there is
inherently a tradeoff in utility, the number of heat exchange units, and the heat exchange
area. The synthesis of the HEN can be considered as a classical multi-objective optimization
problem with constraints [2]. Due to the conflict among objectives and the scale of the
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problem, sequential synthesis and simultaneous synthesis have been proposed and applied
in both industry and academia.

The sequential approaches are designed to decrease the computing complexity of the
issue by breaking it down into three subproblems, which are then tackled consecutively.
The pinch design is the most well-known sequential HEN synthesis strategy [3]. In the
1970s, pinch point technology, with fast computation and an explicit physical explanation,
was proposed and widely applied, from which the HEN is analyzed and designed based
on thermodynamic theory and engineering feasibility, with the aim of recovering heat
to the maximum extent and reducing the use of utilities [4]. Pinch analysis employs
composite curves, grand composite curves, and grid diagrams to design HENs. Kemp
continued his discussion on pinch analysis, focusing on energy targeting, network design,
and evolution [5]. Pinch analysis has been widely applied in the industry, and it has shown
a significant benefit since its proposal; however, the design of the HEN needs to be finalized
by repeatedly adjusting the minimum temperature difference among two matched streams,
∆Tmin, as well as the method of stream matching within the system, as the choice of ∆Tmin
not only affects the final utility cost but also the network topology. This limitation of the
pinch analysis-based methods motivated investigations for more efficient mathematical
techniques. With the application of optimization theory, mathematical programming was
introduced to the HEN study [6]. Linear programming (LP) for the minimization of utility
consumption was established in a transportation model [7]. On this premise, a mixed-
integer linear programming (MILP) model is used to solve a MILP problem to identify the
smallest number of heat exchangers [8]. Floudas and Grossmann [9–11] proved that the
automatic optimization of the HEN could be realized if the superstructure representation
method containing all possible network structures was established; thus, the nonlinear
programming NLP model was established. Sequential synthesis optimizes the HEN by
means of sub-problem decomposition, and it is difficult to weigh the mutual restriction
among the utility, number of units, and area. Therefore, the global optimal structure is hard
to obtain.

The simultaneous methods addressing all sub-problems are frequently used to identify
the overall optimal solution. Instead of relying on thermodynamic objectives and pinch
points, this solution focuses on the general HEN economics. Although it produces intricate
numerical mathematical models, it also enables us to generate superior integrated solutions
using real-world economic measures [12]. The development of simultaneous methods is
inseparable from the establishment and development of superstructure models. So far,
scholars have developed a variety of superstructure models for synchronous optimization
of heat exchange networks. The most popular one is a stage-wised superstructure (SWS)
model proposed by Yee and Grossmann [13]. Due to the possible match between hot and
cold streams at each stage, this simultaneous synthesis model is widely recognized. In
recent years, the chessboard model [14], by which optimization was conducted through
network structure sequence modification, has also received more attention. However, both
the SWS and the chessboard model are structural models, in which a framework is assumed
for stream matching, and the global optimal solution may be outside their feasible domains
defined by the framework. To improve the performance of the structural model, a novel
node-wise non-structural model (NW-NSM) was first proposed by Xiao Yuan et al. [1],
where the heat exchanger location was quantized by nodes at each stream and a HEN
structure was formed by the random match between hot and cold nodes. The results
showed that the presented NW-NSM possesses more flexibility and freedom to expand the
search region for feasible solutions; however, it requires a significant number of structural
variables for structure representation and extra multiple strategies for structure validation,
so it has a high degree of complexity. Like sequential synthesis approaches, simultaneous
synthesis methods enable the acquisition of more exact global optimum costs. As a result,
it is still crucial to build simultaneous synthesis models and the robust algorithms that
support them in order to minimize computing effort and find the best global solution [15].
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From the perspective of optimization, the simultaneous synthesis of the HEN belongs
to a mixed-integer and nonlinear programming problem. Based on the optimization
techniques employed, they can be divided into two subgroups: those using deterministic
techniques, such as linear programming (LP) and nonlinear programming (NLP), and those
using stochastic techniques, such as simulated annealing (SA), genetic algorithms (GA),
particle swarm optimization (PSO), tabu search (TS), differential evolution (DE), and ant
colony optimization (AC). The deterministic methods frequently provide local optimal
results [16]. The increased size of the problem has an exponentially decreasing effect on
the computational efficiency [17]. Stochastic methods can produce satisfying results in a
reasonable computing time since they are flexible, effective, and independent of the initial
issues of deterministic methods [18].

Considering the difficulties and deficiencies in the optimization of the existing HEN
models, in this paper a novel matrix non-structural model (M-NSM) for HENs without
stream splits is proposed to balance the solution accuracy and computational efficiency.
The heat exchanger position is described by a matrix element positioned by matching
streams, and the matching sequence can be recognized by the element’s value if a stream is
required to exchange heat with more than one other stream. The M-NSM is easy to expand
and visualize. No stage decomposition is required in finding the solution. Moreover, the
M-NSM model not only contains part of the heat exchange network structure that cannot be
expressed in the current structured model, but it also contains the heat exchange network
structure information of the multi-stage structured model.

The rest of the paper is structured as follows: The representation of the M-NSM and
the corresponding mathematical description are presented in Section 2. Section 3 provides
a detailed introduction to the two-layer optimization algorithm. The M-NSM is applied to
three widely studied medium- to large-scale case studies from the literature in Section 4 to
verify the M-NSM, and conclusions are summarized in Section 5.

2. Problem Definition and Mathematical Description

In the structured model of the HEN, the fixed structural pattern is assumed for each
stage, pre-divided substructure, and the so-called multi-stage network framework. The
optimal solution is then obtained by searching all feasible heat exchange matchings and
is only generated by a fixed structural pattern, thus making it impossible to evaluate
the solution beyond this scope. According to the literature, a better solution could be
found outside of the considered substructures. In this sense, a pre-divided substructure
limits the free generation of new heat exchange matching in the process of algorithm
evolution. Therefore, a novel matrix non-structural model (M-NSM) is proposed based on
the perspectives of global optimization methods and non-structural models.

2.1. Matrix Non-Structural Model

The matrix non-structural model (M-NSM) is used to characterize the HEN structure
through matrix expression. In the proposed M-NSM, the heat exchanger position is de-
scribed by a matrix element positioned by matching streams, and the matching sequence
can be recognized by the element’s value if a stream is required to exchange heat with more
than one other stream. In the M-NSM model, a HEN structure is initialized by the random
generation of matrix elements. The heat recovery of heat exchangers associated with a
stream is subjected to process requirements. Only one hot/cold utility type is permitted
in the network, and if the outlet temperature of a stream cannot reach the objective after
heat recovery, utilities are used at the stream end as additional energy. Since the current
optimization of the HEN with stream splits ignores the cost of the extra pipeline and its
required accessories, the results are usually less than their actual network investment [1].
For the practical project, the reduction of the number of stream splits can simplify the
network layout. Therefore, the assumption of no stream splits is proposed in the M-NSM,
which can effectively reduce the computational complexity of the model. The M-matrix
representation of the M-NSM is shown in Figure 1. The M-matrix can be divided into
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four submatrices: submatrix A (heat recovery matrix), submatrix B (hot utility matrix),
submatrix C (cold utility matrix), and submatrix D (zero matrix).
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Figure 1. M-matrix representation of the M-NSM.

It is important to note that the M-NSM with one stage can incorporate information
about the network structure of the SWS and the chessboard model with several stages,
and its uncomplicated and unambiguous structure will increase the effectiveness of HEN
analysis and optimization. The M-NSM without stage dividing in Figure 2 can express
the network structure information of the SWS model with four stages. Furthermore, the
M-NSM also includes structures that cannot be expressed in current structural models;
for example, the M-matrix structure in Equation (1) cannot be expressed by the basic
checkerboard model.

M =


8 7 6 0 5 0 1
0 10 9 0 11 0 0
0 13 0 0 0 12 1
4 3 2 0 0 1 0
1 1 1 1 0 0 0

 (1)
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2.1.1. Submatrix A (Heat Recovery Matrix)

Submatrix A represents the matching situation between the hot and cold streams,
in which the column represents the hot stream, the row represents the cold stream, and
the matrix element aij represents whether there is a heat exchanger for energy recov-
ery at the location as well as the matching order of stream heat exchange. In order to
show the existence of each possible heat exchanger in submatrix A, a multivariable is
established. Continuous variables for heat recovery may then be computed using this
multivariable. In submatrix A, the multivariate matrix element aij is an integer in the range
of [0, M × N], where M is the number of hot streams and N is the number of cold streams.
As shown in Equation (2), it is a non-negative number. When aij is 0, there is no heat
recovery heat exchanger at this position; when aij is a positive integer, there is a heat
recovery heat exchanger, and the value of aij represents the matching order among streams.
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The larger aij is, the higher the priority given to matching the corresponding hot and
cold streams. {

aij = 0 (No heat exchanger)
aij = n n ∈ [1, M× N] (Heat exchanger exists)

(2)

Considering a HEN with two cold and two hot streams as an example to illustrate the

submatrix A =
[

a11 a12
a21 a22

]
, the graphical structure expression is shown in Figure 3, where

the red dots represent the locations of possible streams matching, with different paths
showing that the matching priorities of the streams change. The yellow lines represent the
basic paths of the streams, and the blue lines represent the possible optimal flow paths of
the streams. As shown in Figure 4, submatrix A can be considered, as a HEN configuration
consists of heat exchangers among cold and hot streams only. In Figure 4, there are two
feasible matches for the HEN: In Figure 4a, E4 is first assigned followed by E1, while in
Figure 4b, the sequence is E4, E3, E2, E1.
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By defining submatrix A, a HEN is characterized without considering the utility
supply, which is taken into account in submatrices B and C.

2.1.2. Submatrix B (Hot Utility Matrix)

The number of columns in submatrix B is 1, and the number of rows is equal to the
number of cold streams. The matrix element bj is a binary variable, with 0 showing that
the cold stream does not require hot utilities and 1 showing that the cold stream requires
additional hot utilities.

2.1.3. Submatrix C (Cold Utility Matrix)

The number of rows in submatrix C is 1, and the number of columns is equal to the
number of hot streams. The matrix element ci is a binary variable, with 0 showing that
the hot stream does not require cold utilities and 1 showing that the hot stream requires
additional cold utilities.

2.1.4. Submatrix D (Zero Matrix)

Submatrix D is a zero matrix with a matrix element count of one since no heat exchange
is required between the hot utility and the cold utility.
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2.2. Objective Function

The objective function is the total annualized capital costs (CC) and utility expenses for
process heat exchangers (UC). The purpose is to reduce the so-called total annual cost (TAC).
At a process plant, the HEN needs to be enhanced to recover the useful energy between
the streams as inexpensively as feasible, since the investment in heat exchange equipment
is unavoidable, in order to minimize the energy consumption of utilities. Equation (3)
may be used to compute the trade-off between operating cost and investment cost, which
determines the HEN’s overall yearly cost:

TAC = CC + UC (3)

2.2.1. Capital Cost

The capital cost (CC) of the HEN includes the manufacturing expenses of the heat
exchanger area and the fixed charge of the heat exchanger. With the consideration of
individual heat exchanger areas A in m2 and three coefficients CF, CA, and β (Equation (4)),
the specification of heat exchanger costs in the case studies reported in this work may be
defined based on a common potential approach [8],

CC = ∑i

i=1∑
N

N=1
(CF × Zi,N + CA × Aβ

i,N) (4)

where Zi,N is an integer variable representing whether the heat unit exists (Zi,N = 1) or not
(Zi,N = 0). The area of heat exchange A is calculated as follows:

Ai,j =
Qi,j(

Ki,j × LMTDi,j
) (5)

where Q denotes the load of the heat exchanger, K is the heat transfer coefficient, LMTD is
the logarithmic mean temperature difference, and the subscripts i and j indicate hot stream
and cold stream, respectively.

Without considering the thermal resistance of the heat-exchanging surface, the sim-
plified total heat transfer coefficient is estimated. Equation (6), where h is the unique heat
exchange coefficient of streams, calculates the total heat exchange coefficient K,

Ki,j =
hihj(

hi + hj
) (6)

The temperature difference is typically determined using the logarithmic mean temper-
ature difference (LMTD) formula (Equation (7)). However, the arithmetic mean temperature
difference (AMTD) is utilized (Equation (8)) when the temperature differences between the
heat exchanger’s two ends are equal. Here, Tin

h,i,j and Tout
h,i,j are inlet and outlet temperatures

of a single exchanger for a hot stream; Tin
c,i,j and Tout

c,i,j are inlet and outlet temperatures of a
single exchanger for a cold stream,

LMTDi,j =
θ1 − θ2

ln(θ1/θ2)
(7)

AMTDi,j =
θ1 + θ2

2
(8)

θ1 = Tin
h,i,j − Tout

c,i,j (9)

θ2 = Tout
h,i,j − Tin

c,i,j (10)
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2.2.2. Utility Cost

Equation (10)—in which CCU and CHU are the unit operation costs of cold and hot
utilities, respectively, and qCUi and qHUj represent the cold utility load on the ith hot
stream and the hot utility load on the jth cold stream, respectively—demonstrates the
objective function of utility cost (UC), which includes consumption costs of the hot utility
and cold utility,

UC = CCU ×
i

∑
i=1

qCU I + CHU ×
j

∑
j=1

qHU J (11)

2.3. Constraints

The network streams guarantee heat conservation and conform to engineering appli-
cations by the HEN constraints.

2.3.1. Overall Heat Balance for Each Stream

Overall heat balance for each stream ensures that the cold and hot streams can reach
the target temperature.

(T IN
i − TOUT

i )FCpi = ∑j

j=1
Qi,j + QCU,i (12)

(TOUT
j − T IN

j )FCpj = ∑i

i=1
Qi,j + QHU,j (13)

where T IN
i and TOUT

i are the inlet and target temperatures of hot streams; T IN
j and TOUT

j
are the inlet and target temperatures of cold streams; and FCpi and FCpj are heat capacity
flow rates of hot and cold streams.

2.3.2. Heat Balance of Each Heat Exchanger

Heat balance of each heat exchanger is used to calculate the outlet tempera-ture of the
heat exchanger for hot and cold streams, and to ensure the conservation of heat.

Qi,j = (Tin
h,i,j − Tout

h,i,j)FCpi = (Tout
c,i,j − Tin

c,i,j)FCpj (14)

2.3.3. Heat Balance for the Utility at Stream End

The utilities ensure that the cold and heat streams reaches the target temperature.

(Tout
i − TOUT

i )FCpi = QCU,i (15)

(TOUT
j − Tout

j )FCpj = QHU,j (16)

Equation (14) can be used to calculate the temperatures of the hot and cold streams’
terminal outlets (Tout

i and Tout
j ) from the inlets of each stream using the structures and heat

distribution that are provided.

2.3.4. Temperature Feasibility Constraints for Each Stream

Temperature feasibility constraints for each stream is used to ensure that the tempera-
ture of the streams always keeps monotonically increasing or decreasing.

Tout
h,i,j,a1

≥ Tout
h,i,j,a2

(17)

Tout
c,i,j,a1

≤ Tout
c,i,j,a2

(18)
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Tout
h,i,j ≥ Tout

i ≥ TOUT
i (19)

Tout
c,i,j ≤ Tout

j ≤ TOUT
j (20)

where the elements a1 and a2 of submatrix A are on the same stream, and a1 is greater than
a2. The temperature of the hot stream progressively decreases, and the temperature of
the cold stream gradually increases throughout the computation of each inlet and output
temperature for each heat exchanger as indicated above.

2.3.5. Minimum Temperature Approach Constraints

Minimum temperature approach constraints are used to ensure that the heat ex-
change network meets the engineering application, but also to avoid excessive area of
heat exchange.

Tin
h,i,j − Tout

c,i,j ≥ ∆Tmin (21)

Tout
h,i,j − Tin

c,i,j ≥ ∆Tmin (22)

Tout
i − Tout

CU ≥ ∆Tmin (23)

TOUT
i − Tin

CU ≥ ∆Tmin (24)

Tin
HU − T

OUT
j ≥ ∆Tmin (25)

Tout
HU − Tout

j ≥ ∆Tmin (26)

where ∆Tmin is the program’s minimal approach temperature setting for the network. Here,
Tin

CU and Tout
CU denote the inlet and outlet temperatures of the cold utility, respectively. The

corresponding symbols for the hot utility are Tin
HU and Tout

HU .

2.3.6. Matrix Element Constraints
1© Non-negativity constraints:

aij ≥ 0 (27)

bj ≥ 0 (28)

ci ≥ 0 (29)

2© Uniqueness constraint:
In submatrix A, the matrix element aij represents whether the heat exchanger exists as

well as the matching order among streams. Therefore, aij is unique when aij is not zero. The
expression form of aij is shown following Equation (2).

2.3.7. Target Temperature Accuracy Constraint

The hot and cold streams’ respective accuracy requirements for target temperatures are

abs(Tout
i − TOUT

i ) ≤ AD n ∈ NH (30)

abs(Tout
j − TOUT

j ) ≤ AD n ∈ NC (31)

where AD is the acceptable deviation of the hot and cold streams’ target temperature.
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3. Solution Algorithm

The genetic algorithm (GA) was proposed by Holland in 1975 based on the principle
of survival of the fittest. It is widely used in the field of optimization. The initialized
population, fitness value evaluation, selection, crossover, and mutation phases make up
the core of the GA, and the loop iteration method is used to reach the best result. The GA
can be individually applied to the optimization problem of a mixed integer HEN; it can
also be combined with other optimization algorithms to complete the optimization. The
induction of the elitist preservation strategy, for which the best individual of each genera-
tion can be preserved, avoids crossover and mutation in the operating loss of the global
optimal solution.

3.1. Matrix Real-Coded Genetic Algorithm

The encoding method of genetic algorithms determines the calculation method and
efficiency of population genetics. In this paper, the matrix real-coded form is adopted
according to the structure of the mathematical matrix. The definition of the M-NSM allows
a more flexible and straightforward representation of individual situations within a broader
feasible region. The matrix coding genetic algorithm can not only keep the flexibility of
the binary coding crossover and mutation, but it is also suitable for matrix optimization.
The matrix real-coded form used in this genetic algorithm is the same as the expression
of the structural variable of the M-NSM model; that is, the individuals encoded by the
real number of the matrix carry the semantic information of the structure. The solution
space is used as the genotype, which requires no decoding and is more efficient, and the
data structure of the matrix real-coded form has a larger expression space. In the M-NSM,
submatrix A is the key submatrix, and submatrix B and submatrix C are determined by
submatrix A. Thus, the whole optimization process of the elitist genetic algorithm (EGA) is
completed in submatrix A.

3.1.1. Initialization

The initialization of the optimization variables is performed at random to find the
individuals. Each individual in this population represents a potential fix for a problem.
According to the fitness function, each individual is assessed and given a fitness value. For
a HEN with M hot streams and N cold streams, an (M + 1) × (N + 1) matrix is used as a
genotype, where submatrix A is an M × N matrix that is randomly generated when the
population is initialized. The size of individual populations needs to be adjusted according
to the number of streams. A small population is easy to converge; a large population is
difficult to converge, and the robustness decreases.

3.1.2. Fitness Function

The selection of the fitness function is the key factor in genetic algorithms since it
can affect the population’s results. In this paper, the total annual cost is chosen as the
fitness function.

3.1.3. Selection

According to the fitness value of each chromosome, selection is a random process that
chooses a parent chromosome from a population. Due to its simplicity and effectiveness
in algorithm execution, the tournament selection algorithm is a highly common selection
technique in genetic algorithms. The population is chosen for the tournament by a pre-
determined number, with the fittest individuals moving on to the next generation. This
selection procedure is carried out repeatedly until the population size is reached in the
next generation.

3.1.4. Crossover

A crossover in the EGA is a stochastic search operator that creates an individual
offspring from one generation to the next. Earlier studies have demonstrated that the
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evolutionary approach using binary-coded GAs is effective when using the binary crossover
(BX), which is employed to generate individuals. As a result, the simulated binary crossover
(SBX), which is based on an observed probability distribution applied to a real-coded
domain, was developed to perform the operation of BX [19]. The idea behind the SBX
is to mimic the properties of the single-point crossover typically used by binary-coded
chromosomes. One of these properties is that the average of the parents is equal to the
average of the offspring. Generally, the crossover probability ranges from 0.4 to 0.99. A
small crossover probability is not conducive to population renewal, while a large crossover
probability will destroy the favorable population model and increase the randomness.

3.1.5. Mutation

In genetic algorithm chromosomes, the mutation is employed to preserve genetic
variety from one population generation to the next generation. Considering the actual
meaning represented by the matrix and avoiding the duplication of matrix elements in
submatrix A, two matrix elements a1 and a2 in submatrix A are randomly selected to
exchange location during the mutation, and other positions remain unchanged. The gene
mutation operation demonstration is shown in Figure 5. Although the mutation only
exchanges the location of two matrix elements, it changes the matching order of the entire
network of streams, so the HEN structure will change accordingly. Generally, the mutation
probability is 0.0001~0.1. If the mutation probability is too small, the population diversity
will decline too fast, and the effective gene will be easily lost.
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3.1.6. Elitist Preservation Strategy

The core idea of the elitist preservation strategy is to replicate the elite individuals
that appear in the process of population evolution to the next generation. Elite individuals
are individuals with the best fitness value in population evolution, and they contain the
best genetic data at present. The elitist preservation strategy effectively improves the
convergence ability of the algorithm.

3.2. Solution Strategy

The HEN model is solved using an effective two-stage optimization technique [20],
where the first level uses EGA to address network topologies related to integer variables
and the second level uses a binary search to tackle heat loads related to continuous variables.
In other words, one level corresponds to the topology of the HEN, and the other level
corresponds to the load distribution under a given topology. The study demonstrates that
using two-level approaches somewhat enhances HEN outcomes [18].

Due to the process of initialization and population evolution, there will be a large
number of infeasible HEN structures. In order to control the solution complexity of the
M-NSM efficiently and improve its solving efficiency, the structural repair strategy is
considered at the topological level. The structural repair strategy is used to verify the
matching of the streams in submatrix A according to the order of the matrix elements
aij. The matrix elements of the current position are set to 0 if the constraints are not met.
Heat load optimization can be achieved for a given topology after the HEN structure has
been repaired. Heat load distribution at this level is similar to the “tick-off” idea in pinch
point technology on the premise of satisfying the ∆Tmin to find the maximum heat loads
for stream matching under the current situation. The use of a “tick-off” to ensure the
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design is steered towards the fewest possible units and the solution of the “remaining
stream matching problem” [21]. Because the search range of heat loads is an ordered and
continuous interval, the binary search is employed. The design of process heat exchangers
inevitably affects the heat loads of utility heat exchangers. The calculation scheme is given
in Figure 6.
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The following steps describe the two-level optimization process for finding a workable solution:
Step 1: Obtain the program’s stream and cost data. Provide the maximum number of

binary searches and EGA iterations. Create a specified number of individuals with arbitrary
chromosomal distributions and a single HEN structure for each of them [22].

Step 2: Determine whether the individual HEN structure needs to be repaired accord-
ing to the constraint Equations (17)–(26). If necessary, execute the structure repair strategy
to repair the individual HEN structure; otherwise, the scheme goes to Step 3.

Step 3: Generate the heat load optimization interval of process heat exchangers:
[0, min(Qhot, Qcold)]. The optimization interval ranges from 0 to the value with the fewest
heat loads required in the hot stream and cold stream.

Step 4: Optimize heat loads of process heat exchangers similar to the tick-off idea of pinch
point technology on the premise of satisfying the ∆Tmin and the constraint Equations (17)–(31)
to find the maximum heat loads for streams matching under current situation.

Step 5: Determine whether the number of binary search iteration times reaches the set
value; if not, the scheme goes back to Step 4 and otherwise goes to the next steps.

Step 6: Calculate the fitness of the individual (objective function Equation (3)) and
save the best individual with the highest fitness as an elite individual.

Step 7: Determine whether the number of EGA iteration times reaches the set value; if
not, the scheme goes to the next steps and otherwise goes to last step.

Step 8: According to the fitness value, obtain the new population by the selection
method of the tournament combined with the elitist preservation strategy. Then, conduct
crossover and mutation between the individuals in the population to obtain the next
generation population. Return to Step 2 after the evolution.

Step 9: Repeat the above steps until the set EGA iteration time is reached, and output
the optimal result.
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4. Case Studies and Discussion

The proposed M-NSM was used to solve three HEN problems of various sizes using a
two-level optimization approach. The cases have already been resolved by several authors
using a range of methods. When compared to other approaches described in the literature,
the optimal results of the cases demonstrate the viability and effectiveness of the M-NSM.
Using a Windows Server system powered by an Intel(R) Core (TM) Processor i7-10710U @
1.1 GHz, the code was developed using Spyder (Python 3.8).

4.1. Case Study 1

Ahmad [23] first suggested the ten-stream problem in this case, and other academics
have adopted it as a benchmark [23]. The process data are summarized in Table 1. In
contrast to other cases, this case does not require fixed heat exchanger charges, and since
the area exponent is 1, the number of heat exchangers might expand indefinitely if the
streams are well matched [15]. The added heat exchanger will not result in additional cost.
As a result, the performance of the matrix non-structural model is evaluated using this
unique example.

Table 1. Problem data for case study 1.

Stream TIN (◦C) TOUT (◦C) FCp (KW/K)

H1 85 45 156.3
H2 120 40 50.0
H3 125 35 23.9
H4 56 46 1250.0
H5 90 86 1500.0
H6 225 75 50.0
C1 40 55 466.7
C2 55 65 600.0
C3 65 165 180.0
C4 10 170 81.3

Hot utility 200 198 -
Cold utility 15 20 -

K = 0.025 KW/(m2K) for all matches.
Annual cost of heat exchangers = 60A $/year (A in m2).

Annual cost of hot utility = 100 $/kW year.
Annual cost of cold utility = 15 $/kW year.

In this case, the population size is chosen randomly to be 100, the number of iterations
is 200, the acceptable deviation of the target temperature is 0.001, the rate of crossover is
0.9, and the rate of mutation is 0.1. The evolution of the optimum solution in the EGA for
case study 1 is shown in Figure 7. After 19 s, the best solution was found with an annual
cost of $5,649,631. According to Figure 8, the ideal HEN structure comprises 15 units. The
heat exchangers’ fixed expenses were not considered in the first supposition. The HEN
structure becomes more complex, and the cost-optimal solution is represented by HEN
systems with numerous heat exchanger units. This is because no fixed costs are assumed.
The HEN in the existing solution with stream splits is more complicated than the HEN
without stream splits, and the cost of the extra pipeline and the accessories required for
the stream split has not been taken into account. Several researchers have utilized the data
presented in Table 1 as a standard, and Table 2 compares various solutions. Compared
with the results obtained by Ahmad [23], the case based on the M-NSM in this paper has a
great economic advantage. Compared with the subsequent optimization scheme, it better
balances the structural complexity of the HEN and the total annual cost. Furthermore, the
result in this paper requires minimal heat and cold utilities, reducing energy consumption.
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Table 2. Results comparison for case study 1.

Method Units QHU (KW) QCU (KW) TAC ($/year)

Ahmad [23] - 15,400 9796 7,074,000
Ravagnani et al. [24] 13 20,529.3 14,923.8 5,672,821

Yerramsetty and Murty [25] 13 20,745.4 15,139.9 5,666,756
Huo et al. [26] 13 19,991 14,385 5,657,000

Peng and Cui [27] 18 20,399 14,733.5 5,609,271
Zhang et al. [15] 19 20,276 14,670.5 5,607,762

Chen and Cui [28] 24 20,396 14,790.5 5,593,970
This study (Figure 8) 15 19,716 14,110.5 5,649,631

Based on the analysis and results of case study 1, the proposed method can be validated
by the benchmark HEN problem, with its TAC being competitive with other methods.
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4.2. Case Study 2

The second case represents a nitric acid plant, which was first studied by Castillo et al. [29].
The decrease in carbon emissions and expenses was achieved by the authors using pinch
analysis. In this case, there are six hot and five cold streams, and the statistics are given
in Table 3. Comparing the results of several algorithms reveals that the majority of cost-
optimal results fall in the region of about 139,000 $/year [8]. Matthias Rathjens and Georg
Fieg published the best solution so far, with 11 heat-exchanging units [8].

Table 3. Problem data for case study 2.

Stream TIN (K) TOUT (K) FCp (KW/K) H (KW/m2K)

H1 1113 313 4.9894 1.5
H2 349 318 4.6840 1.5
H3 323 313 0.772 1.5
H4 453 350 0.6097 1.5
H5 453 452 292.7 0.8
H6 363 318 3.066 1.5
C1 297 298 329.8 0.8
C2 298 343 0.5383 1.5
C3 308 395 3.727 1.5
C4 363 453 0.6097 1.5
C5 453 454 2581.1 0.8

Hot utility 503 503 - 1.5
Cold utility 293 313 - 0.8

Annual cost of heat exchangers = 9094 + 485A0.81 $/year (A in m2).
Annual cost of hot utility = 110 $/kW year.
Annual cost of cold utility = 15 $/kW year.

In this case, the population size is chosen randomly as 100, the number of iterations
is 200, the rate of crossover is 0.9, and the rate of mutation is 0.1. After calculation, it
is found that the HEN structure of case 2 is closely related to the setting of AD. When
AD is set to 0.01 and 0.001, two better HEN structures can be obtained, respectively. It
is noteworthy that the HEN structure with just 10 heat exchangers when AD is 0.01 is
simpler than those described by other researchers, and that the total annual cost of this
configuration is, likewise, less than the lowest recorded cost in the literature.

The iteration process is shown in Figures 9 and 10. The optimization results for
case 2 with AD of 0.01 and 0.001 are illustrated in Figures 11 and 12, respectively. Their
computation times are less than 9 s and 10 s. Comparing the two HEN structures in
Figures 11 and 12, the structure of submatrix A of the two HEN structures is consistent,
and there is only a difference in the number of coolers. The matching heat loads of H5 and
C1 in the two HEN structures are both 291.22KW, but in fact, it takes 292.7KW for H5 to
reach the target temperature. After heat exchange with C1, the final temperature of H5 is
452.005 ◦C, which is only 0.005 ◦C different than its target temperature of 452 ◦C. When
AD is 0.01 ◦C because 0.005 ◦C < 0.01 ◦C (AD), we assume that the heat exchange has been
completed by H5, and no additional cold utility is needed; thus, one cooler will be saved
compared to other solutions. Table 4 shows the details of the obtained HEN compared
to those found in the literature. With the HEN structure shown in Figure 11, a simpler
solution is achieved with lower TAC ($130,877/year) and no stream splits. This indicates
that the configuration is more advantageous in terms of overall HEN investments, piping
complexity, and costs. It is also important to note that the total amount of cold utilities used
by the HEN described in all the published work so far is almost equal. It can be said that
the two solutions identified by the current methodology are better equipped to disperse
heat loads across the HEN in order to decrease the total area needed to complete the same
activity since they have lower TAC.
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Table 4. Results comparison for case study 2.

Method Units QHU (KW) QCU (KW) TAC ($/year)

Castillo et al. [29] 11 0 1323.67 141,554
Silva et al. [30] 11 0 1323.67 140,141

Pavão et al. [22] 11 0 1323.67 140,068
Pavão et al. [31] 11 0.33 1324 139,438

Aguitoni et al. [32] 11 0 1323.66 139,616
Rathjens and Fieg [8] 11 0 1323.67 139,387
This study (Figure 11) 10 0 1322.19 130,877
This study (Figure 12) 11 0 1323.67 139,391

4.3. Case Study 3

Björk and Pettersson’s case study was used for the third example [33]. It has seven
cold streams and eight hot streams. Table 5 shows the pertinent information. Table 6
compares findings from the literature [27,33–38]. Recently, this case study attracted a lot of
attention [8]. Björk and Pettersson [33] altered the stage-wise superstructure model and
permitted stream splits. Although Björk and Pettersson’s initial solution [33] was already
quite competitive, the optimal structures and computational time were not offered. In
addition, most current solutions require a few hundred hours of computational time, which
may not follow our definition of a reasonable computation time. The motivation of this
paper is to test the performance of the M-NSM that can find satisfactory network designs
with satisfactory computational time. Furthermore, as the complexity of the network’s
components also has a significant impact on HEN performance, TAC reductions should
not be the only goal. Therefore, a HEN without stream splits has certain advantages over a
HEN with stream splits in terms of structural stability and construction difficulty.

Table 5. Problem data for case study 3.

Stream TIN (◦C) TOUT (◦C) FCp (KW/K) h (KW/m2K)

H1 180 75 30 2
H2 280 120 60 1
H3 180 75 30 2
H4 140 40 30 1
H5 220 120 50 1
H6 180 55 35 2
H7 200 60 30 0.4
H8 120 40 100 0.5
C1 40 230 20 1
C2 100 220 60 1
C3 40 190 35 2
C4 50 190 30 2
C5 50 250 60 2
C6 90 190 50 1
C7 160 250 60 3

Hot utility 325 325 - 1
Cold utility 25 40 - 2

Annual cost of heat exchangers = 8000 + 500A0.75 $/year (A in m2).
Annual cost of hot utility = 80 $/kW year.
Annual cost of cold utility = 10 $/kW year.

In this case, the population size is chosen randomly to be 300, the number of iterations
is 300, the acceptable deviation of target temperature is 0.001, the rate of crossover is 0.9,
and the rate of mutation is 0.1. The iteration process can be found in Figure 13. The
optimization result within 89 s of computation time is shown in Figure 14. In comparison
to the advancements achieved over the years for cost optimization in this case study, the
result gives a lower TAC (1,524,564 $/year) with much less computational time. Therefore,
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case study 3 also proves that the combined application of the two-level method and the
M-NSM improves the computational efficiency and results of the HEN.

Table 6. Results comparison for case study 3.

Method Units QHU (KW) QCU (KW) TAC ($/year)

Björk and Pettersson [33] - - - 1,513,854
Björk and Nordman [34] - - - 1,530,063

Hu et al. [35] 22 - - 1,568,981
Chen and Luo [36] 21 - - 1,549,979
Peng and Cui [27] 17 10,974 8599 1,537,252
Chen and Luo [37] 21 10,255 7880 1,534,642
Peng and Cui [27] 19 10,109 7734 1,527,240
Pavão et al. [38] 19 - - 1,525,394

This study (Figure 14) 20 10,393 8018 1,524,564
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5. Conclusions

The aim of this paper is to develop a novel M-NSM for the HEN without stream splits
from the perspectives of global optimization methods and superstructure models. In the
proposed M-NSM, the heat exchanger position order is quantized by matrix elements at
each stream. The M-NSM without stages divided has a wide range of expansibility, in
addition to an uncomplicated, clear visual impression. In order to control the solution
complexity of the M-NSM efficiently and improve its the solving efficiency, the EGA and
structural repair strategy are used at the topological level. For the load distribution for
a given topology, heat loads of process heat exchangers are optimized, similarly to the
tick-off idea in pinch point technology. The synthesis performance of the M-NSM has been
demonstrated using three case studies. TAC in case study 1 is reduced by 20.13% compared
to the original scheme. The M-NSM model balances the number of heat exchangers and
TAC well compared to other schemes. In case study 2, when AD = 0.01 ◦C, the optimal
scheme with the lowest number of heat exchangers is obtained, and TAC is 6.11% less
than the optimal scheme of Rathjens. In case study 3, the computational results show
that the M-NSM balances the solution result and computational efficiency well and can
find economical networks with no splits within a reasonable computational time. As
demonstrated in this paper, the suggested method is a good replacement for traditional
HEN synthesis techniques and has a good potential for resolving practical, industrial-scale
HEN synthesis issues.
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Nomenclature

A area of heat exchange
aij multivariate matrix element in submatrix A
AD acceptable deviation of the stream target temperature
AMTD arithmetic mean temperature difference
bj matrix element in submatrix B
CA coefficient of area cost
CCU unit operation cost of cold utility
CF fixed capital cost
CHU unit operation cost of hot utility
ci matrix element in submatrix C
CC capital cost of the HEN
FCp heat capacity flow rates of stream
h individual heat exchange coefficient of streams
K overall heat exchange coefficient
LMTD logarithmic mean temperature difference
Q heat load
QCU cold utilities
QHU hot utilities
qCU cold utility load on the hot stream
qHU hot utility load on the cold stream
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TIN inlet temperature of stream
Tin inlet temperatures of a single exchanger for stream
TOUT target temperature of stream
Tout outlet temperatures of a single exchanger for stream
TAC total annual cost
UC utility cost
Zi, N an integer variable representing whether the heat unit exists or not
∆Tmin minimum approach temperature preset for the network
θ1 approach temperature at hot end of the heat exchanger
θ2 approach temperature at cold end of the heat exchanger
Subscripts
CU cold utilities
HU hot utilities
i cold stream
j hot stream
Superscripts
β area cost exponent
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