2 M processes

Article

A Comparative Study of Oil-Water Two-Phase Flow Pattern
Prediction Based on the GA-BP Neural Network and Random
Forest Algorithm

Yongtuo Sun "2, Haimin Guo 1'?*, Haoxun Liang 12, Ao Li 12, Yiran Zhang 1> and Doujuan Zhang 1-2-3

check for
updates

Citation: Sun, Y.; Guo, H.; Liang, H.;
Li, A.; Zhang, Y.; Zhang, D. A
Comparative Study of Oil-Water
Two-Phase Flow Pattern Prediction
Based on the GA-BP Neural Network
and Random Forest Algorithm.
Processes 2023, 11, 3155. https://
doi.org/10.3390/pr11113155

Academic Editors: Mehdi
Ostadhassan, Xin Nie, Liang Xiao
and Hongyan Yu

Received: 16 October 2023
Revised: 30 October 2023
Accepted: 2 November 2023
Published: 5 November 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

College of Geophysics and Petroleum Resources, Yangtze University, Wuhan 430100, China;
2022720524@yangtzeu.edu.cn (Y.S.); 2022710374@yangtzeu.edu.cn (H.L.); 2022730026@yangtzeu.edu.cn (A.L.);
2021720527@yangtzeu.edu.cn (Y.Z.); 2021730028@yangtzeu.edu.cn (D.Z.)

Key Laboratory of Exploration Technologies for Oil and Gas Resources, Yangtze University, Ministry of
Education, Wuhan 430100, China

Research Institute of Exploration and Development, Sinopec Shengli Oilfield Company,

Dongying 257000, China

*  Correspondence: ghm@yangtzeu.edu.cn

Abstract: As global oil demand continues to increase, in recent years, countries have continued to
expand the development of oil reserves, highlighting the importance of oil. In order to adapt to
different strata distribution conditions, domestic drilling technology is becoming more and more
perfect, resulting in a gradual increase in horizontal and inclined wells. Because of the influence
of various downhole factors, the flow pattern in the wellbore will be more complex. Accurately
identifying the flow pattern of multiphase flow under different well deviation conditions is very
important to interpreting the production log output profile accurately. At the same time, in order to
keep up with the footsteps of artificial intelligence, big data and artificial intelligence algorithms are
applied to the oil industry. This paper uses the GA-BP neural network and random forest algorithm to
conduct fluid flow pattern prediction research on the logging data of different water cuts at different
inclinations and flow rates. It compares the predicted results with experimental fluid flow patterns.
Finally, we can determine the feasibility of these two algorithms for predicting flow patterns. We
use the multiphase flow simulation experiment device in the experiment. During the process, the
flow patterns are observed and recorded by visual inspection, and the flow pattern is distinguished
by referring to the theoretical diagram of the oil-water two-phase flow pattern. The prediction
results show that the accuracy of these two algorithms can reach 81.25% and 93.75%, respectively,
which verifies the effectiveness of these two algorithms in the prediction of oil-water two-phase
flow patterns and provides a new idea for the prediction of oil-water two-phase flow patterns and
other phases.

Keywords: inclined well; horizontal well; vertical well; GA-BP neural network; random forest
algorithm; flow pattern prediction

1. Introduction

In recent years, the study of multiphase flow patterns [1-5] has been one of the research
hotspots concerned by many scholars. At the same time, studying oil-water two-phase
flow patterns is the basis for studying related multiphase flow patterns. As the oil field
enters the late development period, the influence of water on the fluid flow pattern will be
significantly increased. Hence, predicting the oil-water two-phase flow pattern is essential
to mining. However, the flow state of oil-water two-phase flow in horizontal and deviated
wells is more difficult to predict than that in vertical wells, especially the change of well
deviation angle or flow velocity, which will have a more significant impact on the change of
the flow pattern. For oil-water two-phase flow in horizontal wells, Tarllero [6] conducted
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experiments with a pipe with an inner diameter of 5.013 cm and a length of 15.54 m at a
temperature of 25.6 °C and determined six flow patterns, including segregated flow and
dispersed flow. The segregated flow includes stratified flow and stratified flow with a
mixed stratified interface. The dispersed flow includes a water-led flow pattern in which
the dispersion of oil in water and the emulsion of oil in water occur, and an oil-led flow
pattern in which the emulsion of water in oil and the dual dispersion of water in oil occur.
Figure 1 shows the above six flow patterns. For inclined wells, Flores et al. [7] tested the
flow patterns of 75°, 60°, and 45° inclination in a pipeline with an inner diameter of 5.08 cm
and a length of 15.3 m at a temperature of 32.22 °C and obtained seven flow patterns, mainly
consisting of water continuous phase and oil continuous phase. One type of transition
flow pattern occurs between the continuous phase with water and the continuous phase
with oil. It is worth mentioning that Flores concluded from the experiment that when the
inclination angle of the pipeline is greater than 33°, the flow pattern of oil-water two-phase
flow will not appear. Figure 2 shows the seven flow patterns in the above-inclined pipe. For
vertical wells, Govier [8] et al. experimented with oil-water two-phase flow in a vertical
transparent pipe with an inner diameter of 2.63 cm and a length of 11.3 m and concluded
that the flow pattern of oil-water two-phase flow is similar to that of gas-water two-phase
flow. Therefore, the flow patterns of oil-water two-phase flow obtained by them are:

bubble flow (water is a continuous phase).
slug flow (water is a continuous phase).
froth flow (no fixed continuous phase).
mist flow (oil is a continuous phase).

Stratified Flow (ST) Oil in water emulsion (o/w)
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Figure 1. Flow pattern of oil-water two-phase flow in horizontal pipe.
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Figure 2. Flow pattern of oil-water two-phase flow in inclined pipe.
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In addition, Flores et al. conducted an oil-water two-phase flow test with a pipeline
inclination of 90°. They determined six flow patterns, with water as a continuous phase
and oil as a continuous phase. The flow patterns determined by the two are more similar,
but because of the difference in the choice of experimental equipment, the conclusions
drawn are still slightly different. Figure 3 shows the flow pattern obtained by Flores et al.
in a vertical pipe.

Water-Dominated Flow Patterns

Dispersion  Very Fine Dispersion Ol in Water
Ol in Water Oll in Water Chum Flow

Figure 3. Flow pattern of oil-water two-phase flow in vertical pipe.

Despite ongoing research, due to different research focuses and perspectives and the
influence of various factors, there has never been a unified conclusion on the definition of
flow patterns. Currently, most of the flow pattern research is still in the subjective obser-
vation stage and relies on the flow pattern diagram. The lack of a qualitative judgement
method is also a prominent reason for the absence of an overall definition of flow patterns.
Therefore, scientific and accurate prediction of oil-water two-phase flow patterns is crucial
for the safety and economy of process program design and operation. Secondly, it can also
promote the innovation and development of related technologies, improve production effi-
ciency, reduce environmental and other risks, enhance the controllability of the production
process, and optimize human and material resources.

In recent years, many scholars have carried out relevant research on fluid flow patterns
using computer numerical simulation [9-12]. Among them, Gupta et al. [11] used the
ANSYS software package to model the Taylor flow in microchannels and proposed a
standard for the fine mesh capture of films. Etminan et al. [12] analyzed the influence
of a microchannel with a sudden increase in diameter on the fluid dynamics in the pipe.
Through numerical simulation, researchers can simulate the fluid flow pattern under the
influence of different factors. However, in the actual well, to determine the flow pattern,
we need to use a logging instrument that is lowered into the well to measure a series of
parameters. The numerical simulation mentioned above ignores the effect of the logging
instrument on the fluid in the well. It is conceivable that such simulation results and the
actual downhole flow pattern will have a particular deviation. On the other hand, the
physical experiment must be consistent with the real wellbore, which is not very convenient.
At the same time, necessary factors such as temperature and pressure physical experiments
cannot fully reproduce these conditions in the real wellbore. In addition, the physical
experiment also limits data points and a heavy workload of test personnel, resulting in
errors and other problems.

With the emergence of deep learning and machine learning, the processing and analy-
sis of data have become more efficient and accurate. Using these techniques can continually
increase productivity and improve old methods. There are already many machine learning
algorithm applications with the ability to predict relevant data in many fields, such as the
application of a genetic algorithm in the field of construction [13], the prediction of the skid
resistance of hybrid materials in the field of materials [14], and the prediction of protein
secondary structure in the field of molecular biology [15]. Many scholars have also used
these methods to predict fluid flow patterns, such as Qian et al. [5], who used support
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vector machines to identify the flow patterns of oil-water two-phase flow. Mask et al. [16]
improved the flow pattern prediction model based on a machine learning algorithm. Jef-
ferson et al. [17] used void rate time series, signal processing, and machine learning for
the classification prediction of flow patterns. Alhashem [18] tested the performance of five
algorithms for flow pattern prediction based on a database. However, most of them are
learning to predict using older data, and no newer experiments match their predictions.
In this paper, we use a multiphase flow simulation experimental setup to conduct a va-
riety of scenarios and collect 60 sets of data about the flow pattern. Table 1 describes the
density versus viscosity of the oil and water used in the experiment. After sorting out the
experimental data, the authors use two algorithms to learn and predict the sorted flow
data, establish the corresponding prediction model after continuous parameter tuning, and
compare the two algorithms. The purpose is to improve the accuracy and precision of flow
pattern identification, provide a scientific basis for practical engineering applications, and
promote the combination of traditional industrial technology and new-era technology.

Table 1. Parameters oil and water.

Density (g/cm?) Viscosity (mPa-s)
Oil 0.826 2.92
Water 0.988 1.16

2. Algorithmic Principle
2.1. GA-BP Neural Networks

The BP (Back Propagation) neural network [19] is one of the multilayer feedforward
neural network models proposed in 1986. It has a powerful nonlinear mapping ability to
recognize noisy samples without having to know in advance the mathematical equations
describing the mapping relationship between inputs and outputs, and it is highly fault-
tolerant so that when there is some damage or change in the middle, the overall performance
is only slightly degraded. It uses the fastest descent method to constantly update and
adjust the parameters of the network by constantly backpropagating the error to minimize
its sum of squares. Its arithmetic speed is slow, hidden nodes are difficult to determine,
and model selection is complex and easy to fall into the local minimum. Figure 4 shows the
BP neural network flow chart.

weight ® . compare . meet requirement S
Hidden layer H £ Output Y P Desired output < Finish

otherwise!

Figure 4. BP neural network flow chart.

Assume that the number of neurons in the input and output layers are m and n,
respectively, and the number of neurons in the hidden layer is d where m = n. First, the
data enter the hidden layer from the input layer and are calculated to determine the output
layer—the data calculation from the input layer to the hidden layer as in Equation (1).

m
ap =Y vipXi + 6y 1)
i=1
The computation of the hidden layer to the output layer as in Equation (2).

d
Bj =) wnjby +6; 2
=1
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where v;, and wy,; are the weights from the input layer to the hidden layer, 6, and 6; are
the bias variables (activation functions) from the hidden layer to the output layer. &y, is the
input to the i hidden neuron, and §; are the input to the j output neuron.

The calculation of the first process is random due to the weights and thresholds,
resulting in a large error between the result and the expectation. It also requires back-
propagation of the error to continuously adjust the parameters to be fitted better to minimize
the error. When the calculated result does not equal the expectation, define this error as
calculated in Equation (3).

2
1 n
EZz(ETf—ﬁj) ©)

where T is the jth expectation.

According to Formula (3), the error can be expanded into the hidden and input layers
so that the weights of each layer can be updated and adjusted. Adjustment needs to set the
learning rate of the model to control the pace of parameter adjustment, and the appropriate
learning rate can converge the objective function to the local minimum at the appropriate
time. The learning rate is set too small, which will result in slow convergence. Setting
it too large will make it easier to converge the results. In general, set the learning rate
to 0.01~0.8. Through the continuous learning of the training data and iteration, we can
determine a suitable classification model to classify the dataset reasonably. Figure 5 shows
the architecture of the BP neural network.

Output layer
Hidden layer

Input Layer

Figure 5. Architecture of the BP neural network.

Genetic Algorithm (GA) is a model that simulates the process of biologization, mo-
tivated by natural selection and the genetics of biological evolution. It can overcome the
obstacles encountered by the traditional optimization algorithm, has the inherent paral-
lelism and ability of parallel computation, takes the value of the objective function as the
search information directly when searching, and is easy to combine with other technologies.
However, it is easy to premature convergence and has low efficiency in processing data.
The genetic algorithm optimizes the BP neural network, i.e., the GA-BP neural network [20],
by optimizing the configuration of the network parameters and the minimum prediction
error of the test set. The optimization of the BP network mainly includes the evolution
of connection rights, the evolution of the network structure, the evolution of learning
parameters, and the determination of the fitness function. The current optimization mainly
improves the initialization weights of the BP network. Figure 6 shows the flowchart of the
GA-BP algorithm.
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Figure 6. Flowchart of GA-BP algorithm.

2.2. Random Forest Algorithm

A decision tree is a classifier [21], a directed tree formed from a root node without
input. Nodes with output are called internal nodes (test nodes), and other nodes are called
leaf nodes (decision nodes). When using a decision tree, each internal node classifies
samples into two or more categories by attribute values. Figure 7 depicts a decision tree
concerning whether a customer will buy back a product.

Figure 7 shows a simple example of a decision tree, with circular nodes representing
internal nodes and triangular nodes representing leaf nodes. We can turn that into a rule:
“If the customer is male, older than 22, and has started work, then the customer will buy
back the product”. Generally, the complexity of a tree is measured by the depth of the
tree, the total number of nodes, and other factors, and the complexity of a tree affects the
accuracy of its classification results [22]. Decision tree generation is a process of recursively
generating the optimal decision tree, which mainly includes three parts: feature selection,
tree generation, and pruning. Pruning is to enhance the generalization ability of the model.
Over the years, there have been many decision tree algorithms [23-25], and the random
forest algorithm used in this paper is a combination of decision trees generated by the
CART pruning algorithm [20].

The random forest algorithm is a classic machine learning algorithm in integrated
learning and can improve the Bagging algorithm [26]. In 2001, Breiman [27] combined the
tree model into a random forest to solve the problem and improve the prediction accuracy
without significantly increasing the amount of computing. Compared with a traditional
decision tree, which selects the optimal feature in each sample feature as the basis for the
division of the left and right sub-trees of the decision tree, the random forest algorithm will
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only randomly select the best feature among some sample features as the basis for division.
There is no correlation between the decision trees, making the model more capable of
generalization. After obtaining a forest, when predicting a new sample, the forest will let
each decision tree make a judgment separately and then see which category is selected
the most and predict which category this sample is in. Figure 8 depicts the process of
generating a random forest.

male female

student already working

Figure 7. A decision tree that describes whether customers will buy back.

Training samples

Generate decision trees

, L

Decision tree 1 Decision tree 2 SUSTRR me Decision tree n

— |

Y

Results vote

y

Final result

Figure 8. Random forest process schematic.
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The random forest algorithm uses the Gini index to select features. The selection
criterion of the Gini coefficient is that all the data in the child nodes belong to the same
classification. The smaller the coefficient, the smaller the uncertainty, and the more thorough
the data segmentation. In addition, the random forest can also use out-of-bag error for
feature selection because the algorithm will randomly select some sample features, so there
will be other samples that are not collected, and these samples can be used to measure
the quality of the features. The Gini index is as in Equations (4) and (5) for a given set
of samples.

- K160
Gini(D)=1-)_ <|D) 4)

pa
K K
Gini(p) = Y pe(l—px) =1-Y_ ¢ 5)
k=1 k=1

where K is the number of sample categories, D is the total number of samples, py is the
probability of each category, and Cj is the number of samples belonging to the kth category
in the set.

When constructing a random forest, the CART algorithm recursively bisects each
feature, and the process consists of decision tree generation and pruning. Decision tree
generation is to construct a binary tree recursively, and the generation process follows
the minimization of the squared error and the minimization of the Gini index, followed
by the generation of a binary tree. It is assumed that feature A has two values, i.e., it
can be divided into two nodes, the Gini index, after splitting as in Equation (6). When
Gini(D, A) = 0, all samples belong to the same class.

Gini(D, A) = p1Gini(D1) + p2Gini(Dy) = ||DD1‘|Gini(D1) + ||DD2||Gim'(D2) 6)
After all the binary trees are generated, the next step is to use the CART pruning
algorithm to obtain the optimal subtree. The algorithm is divided into two steps. First,
the generated decision tree Ty is pruned continuously until the root node, thus forming a
sequence of subtrees {Tp, T4, . .., Ty }, from which the optimal subtree can be chosen. The
general process is as follows:
Define the tree model loss function as shown in Equation (7).

Co(T) =C(T) +a|T| (7)

where C(T) is the model prediction error, a|T| is the model complexity, and |T| is the

number of leaf nodes of the model. The coefficient a is used to weigh the fit of the training

set and the complexity of the model. When a = 0, the overall loss of the tree is minimized

at this point, and the tree is the most lush. If a tends to infinity, the tree at this point has

only one root node, so as a continuously increases in size, the tree continually decreases.
The loss function of any node t is given in Equation (8).

Ca(Ty) = C(Ty) + a|Ty| ®)
When a = 0, there is the following Equation (9):
Ca(Tt) < Cu(t) )
Clearly, as a increases, it allows the following Equation (10):

Ca(Tr) = Calt) (10)
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At this point, the t node can be considered to have the same amount of loss as the
subtree with the t node as the root node, at which point a can be made equal to the following:

a=g(t) = C(T;}_—C(lm (11)

When a = g(t), pruning is performed, node  is taken as a leaf node, its class is decided
by majority voting on the leaf node, and the resulting subtree is taken as T;.This continues
until the root node is obtained. Finally, the optimal tree T is selected among the sequence
of subtrees using the cross validation method, where each decision subtree corresponds to
one 4.

3. Method Applications

Since both the GA-BP neural network and random forest algorithm have classification
prediction functions, this study will use these two algorithms to analyze and predict the
experimental flow pattern data and then conduct a comparative study on the prediction
results of these two algorithms to prove the feasibility and accuracy of the flow pattern
prediction results of these two algorithms. Because there are many different indicators in
the experimental data, such as different water cuts, flow rates, and well slope, different
indicators have different dimensions, and there is a large gap between the data. Therefore,
the author adds data standardization processing to the two algorithms involved in this
research. Here, the authors use the most typical data normalization process (maximum
and minimum standardization) and convert the experimental data to the range [0,1].
Equation (12) normalizes the data.

N min(x)
max(x) — min(x)

(12)

The first is the application of the GA-BP neural network. The standardized training set
and test set are read into the algorithm, and the genetic algorithm encodes the four columns
of data (three columns of influence factors and one column of flow-type data) in the training
set; that is, the algorithm maps the flow pattern corresponding to each group of influencing
factors into its representation. After encoding the flow pattern, the algorithm calculates the
fitness value of each flow pattern data sample in the training set. Then, it selects better flow
data samples according to the fitness values and crosses and mutates these good samples
to generate new samples with excellent characteristics. The genetic algorithm will end the
calculation when it reaches the set maximum number of iterations in the above operations
and pass the obtained optimal parameters to the BP neural network, and the GA genetic
algorithm ends. The BP neural network uses the transmitted parameters to classify and
predict the data in the training set and calculates the error between the predicted results
and the actual results. Then, the information is constantly backpropagated to the previous
layers to update the weights and thresholds so that the error between the predicted results
and the actual results can meet the set requirements as much as possible. When the BP
neural network reaches the set training times, the calculation terminates. Then, the BP
neural network will use the optimized parameters to classify and predict the data of the
training set and the test set and output the results for convenient analysis. At this point,
the BP neural network algorithm ends.

Next is the application of the random forest algorithm in this study. Read the above
training set and test set into the random forest algorithm, and the random forest algorithm
will randomly select n samples from the training set to train a decision tree to take the
sample of the decision root node. When training the decision tree, the algorithm will take
any value m (m is less than the number of sample features) and select one attribute from
the m attributes as the split attribute of this node by using the principle of the Gini index,
and repeat this training method until the node cannot be split. According to the above
steps, many decision trees are established, and then the optimal decision tree sequence is



Processes 2023, 11, 3155

10 of 16

11

obtained by the pruning algorithm. At this point, a corresponding random forest model is
established. Then, the algorithm will use the built model to predict the data of the training
set and the test set, determine the final classification result, and output it for easy analysis.
The random forest algorithm is then over.

4. Experiment Overview

This experiment was conducted under normal temperature and pressure (20 °C,
95.89 Kpa). We used a multiphase flow simulator to simulate the flow pattern mechanism
under different influencing factors. The experimental equipment is shown in Figure 9, in
which the simulated wellbore is a transparent glass pipe with an inner diameter of 12.4 cm
and a length of 12 m. The parameters of oil and water used in the experiment can be
referred to in Table 1.

12

10

Figure 9. Schematic diagram of multiphase flow experimental device. 1. Oil-water separation tank;
2. Water storage tank; 3. Oil storage tank; 4, 5. Pressure pump; 6, 7, 8, 9: console; 10. mixing tank; 11,
12. Simulated wellbore.

As shown in Figure 9, we use blue for water and red for oil. at the beginning of the
simulation experiment, after the fluid flow rate, water cut, and pipe inclination angle were
adjusted by the console to allow the fluid to flow out of the liquid storage tank. It then
entered the simulated wellbore through the pressure pump and pipe row area. After some
time, the fluid flow state in the tube was stable. At this time, we used the camera to take
pictures at the observation point, shoot videos for our records, and archive them after the
experiment was over for follow-up inspection. After the simulation experiment, the fluid
was separated into pure water and oil through the separation tank. Then, it flowed into the
corresponding liquid storage tank to facilitate the recycling of subsequent experiments.

In this experiment, we collected 60 sets of valid flow pattern data. By comparing
the flow pattern diagrams of pipes with different tilt angles, we roughly divided these
60 groups of flow patterns into five types, namely bubble flow, emulsion flow, froth flow,
wavy flow, and stratified flow, and successively coded these five flow patterns into numbers
1 to 5 for differentiation, as shown in Table 2.

Table 2. Flow patterns and coding.

Flow Pattern Coding
bubble flow 1
emulsion flow 2
froth flow 3
wavy flow 4
stratified flow 5
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Before using the algorithm to predict the flow pattern, we collated the flow pattern
data obtained from the simulation experiment. After sorting, the parameters affecting the
flow pattern were found to include the slope of the wellbore, the flow rate of the fluid, and
the water cut. Finally, the training data and the three features in the training data were read
into the algorithm for model construction and prediction to test whether the algorithm is
suitable for the prediction of oil-water two-phase flow and the accuracy of the predicted
flow pattern of the algorithm. In the division of training data and test data, 16 data groups
were randomly selected from the four groups, with 20%, 60%, 80%, and 90% water cuts as
the training set, and all the remaining data were used as the test set.

After reading these two data sets into the algorithm, the algorithm will learn and
build the model on the data of the training set. Among them, the GA-BP neural network
algorithm will first preprocess the training data through the genetic algorithm, such as data
coding and fitness value calculation, which is related to how well a single sample adapts
to the population, so the larger the fitness value, the better. Then, the genetic algorithm
obtains the optimal weights and thresholds according to a series of operations. Finally, the
BP neural network continuously updates these parameters to ensure that the predicted flow
patterns are closer to the actual flow patterns. The random forest algorithm only randomly
selects part of the samples to build a large number of prediction models according to the
rules of sample random, feature random, and sampling with replacement.

After the model is constructed, the two algorithms will automatically extract features
from the data of the training set and the test set and predict the flow pattern. We compare the
predicted flow pattern results with the experimental flow pattern under the corresponding
conditions and then compare and analyze the prediction results of the two algorithms.

5. Analysis of Projected Results

When the two algorithms are predicted, we count all the predicted results and then
compare the predicted results with the experimental results to analyze the predicted results
and give a conclusion. Figure 10a shows the confusion matrix of the prediction results of
the GA-BP algorithm on the training set, and Figure 10b shows the confusion matrix of
the prediction results of this algorithm on the test set. The numbers 1, 2, 3, 4, and 5 on the
abscissa and ordinate correspond to the five flow patterns in Table 2, respectively. The blue
squares and the number in the square on the diagonal in the figure indicate the predicted
correct flow pattern and the number of samples, and the red square and the number in
the squares indicate the predicted incorrect flow pattern and the number of samples. The
percentages in the blue and red squares in the figure indicate the number of correctly and
incorrectly predicted flow pattern samples in each row and column as a proportion of the
total samples. Figure 12a,b are consistent with the representations of Figure 10a,b.

1 4 1 U 6.7% 1
2 100.0% 2 2 2
3 1 90.9% [EEREA 3 2 100.0%
0 1]
0 1]
o o
G 4 4 100.0% G 4 100.0%
5] [
= 2
[ -
5 1 2 33.3% 5
93.3% 91.7% 100.0%  80.0% 100.0% 100.0% 100.0% REIXLA X 100.0%
6.7% 8.3% 20.0% 50.0% | 50.0%
1 2 3 4 5 1 2 3 4 5
Predicted class Predicted class

(a) (b)

Figure 10. Confusion matrix of the predicted results of GA-BP algorithm.
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True class

Projected Results
w

w

For the two confusion matrices above, the rows represent the observed flow class for
the trial, and the columns represent the predicted flow class. Therefore, it can be seen from
Figure 10a that the GA-BP neural network has three prediction errors in the prediction
of the training set after training. These predict a bubble flow as an emulsion flow, a froth
flow as a bubble flow, and a stratified flow as a wavy flow, and the accuracy is 93.18%.
The prediction results of the test set in Figure 10b show that the algorithm predicts two
emulsion flows as froth flows and a stratified flow as a wavy flow with an accuracy of
81.25%. It is proved that this algorithm has high performance. Figure 11a shows the scatter
plot of the prediction results of the GA-BP algorithm on the training set, and Figure 11b
shows the scatter plot of the prediction results of the GA-BP algorithm on the test set. The
numbers 1, 2, 3, 4, and 5 on the ordinate correspond to the five flow patterns in Table 2,
respectively, and the numbers on the abscissa represent the number of samples. The red
and blue lines in the figure represent the broken lines of the actual and predicted flow
patterns, respectively. Figure 13a,b are consistent with the representations of Figure 11a,b.
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Figure 11. Scatterplot of the predicted results of GA-BP algorithm.

Figures 12 and 13 show the confusion matrix and scatter plot of the random forest
predictions for the training set and test set.
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Figure 12. Confusion matrix of the predicted results of random forest algorithm.
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Figure 13. Scatterplot of the predicted results of random forest algorithm.

As can be seen from Figure 12a, the prediction accuracy of the training set used in
this experiment after the random forest training can reach 100% at most, which shows that
the random forest algorithm has a perfect prediction of the training set after training. The
prediction accuracy of the test set can reach 93.75%, and only an emulsion flow pattern
is predicted to be froth flow. It is proved that the random forest algorithm dramatically
improves the learning and prediction ability of the flow-type compared with the GA-BP
neural network.

Detailed information about the prediction results of the two algorithms for the flow
patterns is in Table 3.

Table 3. GA-BP neural network and random forest prediction results.

Water Cut Angle of Flow Rate Experimental GA-BP Accuracy Random Accuracy
(%) Inclination (°) (m3/d) Flow Pattern Rate Forest Rate
0 100 1 1 1
85 600 2 2 2
20 85 100 4 4 4
90 600 2 2 2
60 100 1 1 1
85 300 1 1 1
40 90 100 5 5 5
20 600 3 5 81.25% 5 93.75%
0 600 2 3 3
60 60 100 1 1 1
60 600 2 3 2
80 0 100 1 1 1
0 100 1 1 1
90 100 5 4 5
%0 90 300 1 1 1
90 600 3 3 3

As can be seen from Table 3, when at 60% water cut, the accuracy of the prediction
results of both algorithms is reduced compared to other water cut groups; in particular,
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both algorithms miss the prediction for a water cut of 60%, well inclination of 0°, and a
flow rate of 600 m3/d. For water cuts of 20%, 40%, and 80%, both of them perform well in
predicting the flow pattern, but the prediction of 80% water cut flow pattern still needs to
be verified subsequently. From the overall accuracy, the prediction accuracy of the GA-BP
neural network is 81.25%. When the number of decision trees is moderate, the random
forest has good prediction accuracy in different water cuts, well deviation, and flow, and
its total accuracy can reach more than 90%. The above data illustrate the feasibility of
these two algorithms for flow pattern prediction with some reasonable accuracy. Figure 14
illustrates the prediction accuracy of the two algorithms for the five flow patterns.
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S 40%
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Figure 14. Accuracy of flow pattern prediction Conclusions.

From Figure 13, we can intuitively see that the prediction accuracy of the random
forest algorithm is higher than that of the GA-BP neural network. At the same time, the
accuracy of these two algorithms in predicting bubble flow, froth flow, and wavy flow can
reach 100%. However, both algorithms have a specific decrease in the prediction accuracy
of emulsion flow, where the prediction accuracy of the random forest algorithm is 75%,
and the prediction accuracy of the GA-BP neural network is 50%. In addition, the GA-BP
neural network does not identify the stratified flow, which may be related to the small
number of samples, because it will lead to errors when the genetic algorithm optimizes the
parameters according to the features and then affects the prediction results of the BP neural
network. However, the random forest algorithm can accurately identify the stratified flow
under the training of only one stratified flow data. It is related to the fact that it constructs
many decision trees. All decision trees will contribute to a prediction result, which also
shows the feasibility and high accuracy of the random forest algorithm for predicting the
flow pattern of oil-water two-phase flow. In order to make the experimental results more
convincing, more effective flow data will be counted in the future, and more training sets
will be randomly selected from the experimental data for prediction. This will make the
prediction accuracy of the two algorithms higher. Table 4 shows the flow pattern details of
the prediction errors.
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Table 4. Comparison of actual and predicted flow patterns.

Random Forest

Experimental Flow Actual Flow GA-BP Predictive . .
Predictive Flow
Patterns Pattern Flow Patterns
Patterns
Emulsion flow Froth flow Froth flow
Emulsion flow Froth flow Emulsion flow
Stratified flow Wavy flow Stratified flow

6. Conclusions

After the above two machine learning algorithms predict the experimental flow pattern
data, we can obtain the following conclusions through the comparison of the results and
the analysis of the accuracy of the flow pattern prediction:

(1) Good at combining different machine learning algorithms to predict the wellbore
fluid flow pattern. New ideas or methods of flow pattern prediction can be proposed by
comparing and analyzing the accuracy of the flow pattern predicted by different methods.

(2) Randomly select different training sets from the experimental data, and then train
the two algorithms according to the experimental design and make predictions. After a
large number of prediction results are compared, the prediction accuracy of the random
forest algorithm is better than that of the GA-BP neural network. The random forest
algorithm has good prediction results under different flow states with different parameters.
Many prediction results show that the prediction accuracy can be stable above 90%.

(3) Selecting the appropriate data set from the experimental data as the training set and
performing appropriate data processing on it, such as normalization processing, dimension
reduction processing, and, more importantly, continuously tuning the parameters of the
algorithm, all of which significantly improve the efficiency of computer data processing.

(4) After that, the parameters of the random forest algorithm can be continuously
tuned, and more experimental data can be expanded to increase the number of training set
data to continuously improve the algorithm’s accuracy.
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