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Abstract: Raise boring is an important method to construct the underground shafts of mines and
other underground infrastructures, by drilling down the pilot hole and then reaming up to the desired
diameter. Seriously different from the drilling operations of the mechanical parts in mechanized
mass production, it is very difficult to obtain a good consistency in the construction environments
of each raise or shaft, to be more exact, every construction process is highly customized. The
underground bottom-up reaming process is impossible to be observed directly, and the rock breaking
effect is very difficult to be measured in real-time, due to the rock debris freely falling under the
excavated shaft. The optimal configurations of the operational parameters in the drilling and working
pressures, torque, rotation speed and penetration speed, mainly depend on the accumulation of
construction experience or empirical models. To this end, we presented a machine learning method,
based on the extreme learning machine, to determine in real-time, the relationships between the
working performance and the operational parameters, and the physical-mechanical properties of
excavated geologic zones, aiming at a higher production or excavation rate, safer operation and
minimum ground disturbance. This research brings out new possibilities to revolutionize the process
planning paradigm of the raise boring method that traditionally depends on experience or subject
matter expertise.

Keywords: underground construction; raise boring method; extreme learning machine; predictive control

1. Introduction

As the “throat” channel into the underground spaces, boreholes or shafts play important
roles, such as ventilation, transportation and safety. The traditional borehole construction
method, based on drilling and blasting, has a low level of mechanization and involves a
harsh operating environment for the personnel in the borehole, where serious occupational
injuries and safety accidents can occur. In particular, it is difficult to achieve continuous,
automated and intelligent operations, when using the blasting method. In this regard, the
raise boring construction method has become the main underground construction method,
which is widely used in the underground mineral extraction, hydroelectric power generation,
pumped storage power stations, railroad and highway tunnels, underground oil storage,
gas storage, nuclear waste storage and carbon dioxide sequestration.

The raise boring method is a construction process used to excavate shafts by bottom-up
reaming the pilot hole using drill rigs [1], which mainly includes two operational processes
(see Figure 1). The first operation is to use the drill bit to top-down drill a small diameter
hole (pilot hole, see Figure 1a) as a guide to the reaming up operation. in the process of
drilling down the pilot hole, the drill pipe is gradually increased by the established design,
until the bit is connected with the lower horizontal roadway. In this process, the rock
debris is carried out of the shaft bore by the circulating wash media, and the drill bit is
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removed, then it switches to the bottom-up reaming process, selecting the type of reaming
bit and drilling parameters, according to the formation rock conditions, and reaming from
the bottom to the top until the reaming drill penetrates from the upper space (ground
or tunnel) (see Figure 1b). During back reaming, the rock debris falls down to the lower
horizontal roadway because of gravity and it is then transported out by the loaders or other
loading equipment.
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Figure 1. Diagram of the raise boring method: (a) pilot hole drilling (top-down); (b) back ream-
ing (bottom-up).

Owing to the complex rock stratum, it is very difficult to reach a good consistency in
the construction environments of each raise or shaft , thereby each construction process
is highly customized. During the raise boring machine (RBM) operation, the operator
cannot directly observe the underground bottom-up reaming process, and it is difficult
to measure the rock breaking effect by the sensors, in real-time. In addition, during the
reaming process, the drilling tool system is subjected to great external forces, which can
easily lead to safety accidents. For this reason, Jing et al. (2020) [2] studied the failure of
the RBM load-bearing threaded joints, using a failure analysis, and thus improved the
parts. Jing et al. (2021) [3] analyzed the load of the drill pipe joints and improved the load
distribution by improving the incomplete threads, thus preventing the occurrence of drill
pipe fracture accidents.

These uncertainties and the invisibility seriously prevent the RBM from selecting the
best engineering performance and operating parameters, thus reducing the production
or excavation rate. Therefore, Hu et al. (2021) [4] determined the optimal values of the
pulling force of the reaming, working torque, rotational speed of drilling and penetration
speed of the RBM under different parameters, through experiments and data analyses,
and studied their relationship in the process of rock breaking, so as to improve the rock
breaking efficiency of the RBM. Hu et al. (2022) [5] developed a digital twin-driven decision
making prototype system for the RBM process, which provided a great convenience for the
complex RBM process planning.

The core of the RBM process planning is to determine the relationships between the
drilling rig performance, the operating parameters and the physical and mechanical prop-
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erties of the excavated geological zone. However, the current process planning method
is mostly experience-dependent, which causes the low generalization performance and
lacks the dynamic adaptability to the uncertainties. For instance, the research in [6] pre-
sented an empirical model, based on the indentation index and the rock cutting test, to
estimate the performance of the RBM and the parameters, such as the thrust and torque
of the RBM. Shaterpour-Mamaghani et al. (2018) [7] studied the effects of the physical
and mechanical properties and the rock properties, on the performance of the drilling
rigs by simple and multiple regression methods, and established an empirical model, to
estimate the performance and operating parameters of the ream drilling tools. Further,
they proposed an empirical model for predicting the vertical and inclined RBM guide
hole and the reaming hole, by using the rock properties and guide hole drilling process
parameters [8]. The experimental results show that the lifting slope and the prediction of
the guide hole drilling parameters are the most important for the efficiency of the RBM.
Shaterpour-Mamaghani et al. (2022) [9] considered two different deterministic methods
(direct and indirect) to predict the relevant parameters of the RBM, through full-scale linear
cutting tests and the rock physical and mechanical properties.

The RBM exerts the driving force and the working torque on the drill pipe during the
reaming process, and the drill bit rotation is the basic motion used to break the rock. For
the small RBM, due to the small diameter and depth of the borehole, the RBM is generally
controlled by a single hydraulic motor drive, which is meshed with large and small gears,
to decelerate in order to achieve the required technical parameters for drilling. For the large
RBM, the torque required for the reaming is greater, the speed is slower, and the drilling
speed cannot be too fast, otherwise it will affect the drilling efficiency of the guide hole.
Therefore, a large RBM generally uses a multi-hydraulic motor drive control system to
decelerate through pinion-driven large gear meshing, to meet the process requirements of
the RBM. As stated previously, most of the current predictive control models are empirical
and generally based on the relationship between the construction site and the physical and
mechanical properties of the rock, and it requires an extremely high reliability of the data, so
there are still many problems, based on this relatively traditional predictive control model.

The model predictive control (MPC) [10–12] is a control method, based on the pre-
dictive models, the rolling optimization and the feedback correction, which uses models
to predict the future information of the system for the optimal control and is adopted in
a large number of industrial practices [13,14], such as in aerospace [15], wind farms [16],
biology [17], rock [18], production [19], etc. However, most industrial objects are nonlinear,
and the effectiveness and robustness of many predictive control methods for the real-time
optimization are deficient, making many successful linear system models poorly exploited.
A large number of MPCs, based on neural networks, were subsequently investigated, such
as the ant colony optimization (ACO) [20], gradient descent (GD) [21], genetic algorithm
(GA) [22], support vector machine (SVM) [23], back propagation (BP) [24] and radial basis
function (RBF) [25]. However, the learning efficiency and the generalization ability of these
predictive control algorithms were far below the industrial requirements. To address this
bottleneck, Yang et al. (2015) [26] proposed an autonomous mobile robot path-tracking
predictive control algorithm, based on an extreme learning machine (ELM), to achieve a
higher accuracy and performance. Wong et al. (2016) [27] established an online sequential
extreme learning machine (OSELM) predictive control model, based on the ELM to replace
the traditional PID controller. Yan et al. (2013) [28] proposed a minimal-extreme predictive
control method to solve uncertain nonlinear systems.

In the raise boring process, the realization of the real-time predictive control of the
drilling parameters is of great significance, in order to guide the parameter setting of
the drilling rig in the actual drilling process, to make production plans, to complete
the engineering handover and to improve the production efficiency of the drilling rig.
However, various drilling parameters influence each other and there is a complex nonlinear
relationship. To address the problems of the low generalization performance and the lack
of dynamic adaptability regarding the uncertainties in the RBM during the ream drilling,
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such as the rock deformation, instability and even collapse caused by some uncertainties,
an intelligent predictive control method, based on the ELM is proposed in this paper, to
determine the relationship between the work performance of the excavated geological zone
and the operational parameters, and the physical and mechanical properties, in real time.

Among the current big data analysis and machine learning methods, the ELM is
widely adopted in the predictive control models, because it has a faster training speed,
a good generalization performance and a higher learning accuracy than the traditional
machine learning methods [29,30]. It can be applied well to the predictive control of the
parameters related to ream drilling. It has a good application effect in the process of the
practical application, such as the parameter regression analysis and prediction, and the
fault diagnosis and classification. The ELM is employed to train the drilling parameter
data in the process of ream drilling, to obtain the predictive control of the penetration
speed. it can estimate the construction period and facilitate the construction handover and
arrangement. Djerioui et al. (2019) [31] compared the support vector machine with the ELM
in water quality monitoring, and concluded that the ELM has a better learning time and a
faster training speed than the SVM. Gao et al. (2022) [32] designed a monitoring condition
and a predictive life control model, based on the ELM and transfer learning for the turning
tool wear. MontazeriGh et al. (2022) [33] proposed a fault diagnosis system, based on the
OSELM to update and monitor any number of new training samples. Cao et al. (2012) [34]
established an improved voting classification, based on the voting-based extreme learning
machine (VELM).

In this work, the drilling rig-related data of the drilling process are trained by the ELM
and the kernel-based extreme learning machine (KELM), to obtain the predictive control of
the pulling force of the reaming, the working torque, the rotational speed of the drilling,
the penetration speed, and the working bit condition classification in the drilling process.
In the process of the predictive control of the ream drilling parameters of the RBM, the
mean square error MSE and the determination coefficient R2 of the model are derived, by
comparing the output true values with the predicted values of the ELM model, and then the
MSE and R2 are used to correct the predicted values of the model, to obtain more accurate
prediction values, and finally, the optimized prediction model is controlled and the output
for the intelligent monitoring of the RBM is obtained. For clarity, we explain the machine
learning-based predictive control approach of the raise boring process in the Figure 2.

The remainder of the article is structured as follows. Section 2 briefly reviews the
basic concept and background knowledge of the ELM and KELM. Section 3 describes
the experimental study and presents the ELM-based predictive control model for the
drilling parameters of the RBM reaming and the intelligent monitoring model for the
drilling status of the RBM, based on the ELM and KELM. Section 4 provides a comparative
discussion of the experimental results. This article concludes with Section 5. Table 1 lists
the nomenclature of the terms in this article, and Table 2 lists the abbreviations of the terms
used in this article.

Table 1. Nomenclature of the terminologies.

No. Terms Symbols

1 Working pressure N
2 Pulling force of reaming F
3 Working torque Tq
4 Weight of reaming bit Wbit
5 Penetration speed v
6 Desired output Y
7 Pilot hole diameter d
8 Input weight Wi
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Table 1. Cont.

No. Terms Symbols

9 Output layer neuron Yi
10 Training error ξi
11 Identity matrix I
12 Work ratio of rock breaking az
13 Rotation speed of drilling n
14 Weight of drilling rods Wrods
15 Reaming diameter D
16 Rock compressive strength σc
17 Input layer neuron Xi
18 Offset of hidden layer unit bi
19 Determination coefficient R2

20 Kernel function matrix ΩELM
21 Output weight βi
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Table 2. Abbreviations of the terminologies.

No. Terms Symbols

1 Extreme Learning Machine ELM
2 Kernel Based Extreme Learning Machine KELM
3 Multi-Kernel Extreme Learning Machine MKELM
4 Voting Based Extreme Learning Machine VELM
5 Model Predictive Control MPC
6 Gradient Descent GD
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Table 2. Cont.

No. Terms Symbols

7 Radial Basis Function RBF
8 Support Vector Machine SVM
9 Ant Colony Optimization ACO
10 Genetic Algorithm GA
11 Back Propagation BP
12 Single-Hidden Layer Feedforward Neural Network SLFN
13 Particle Swarm Optimisation PSO
14 Back Propagation Neural Network BPNN
15 Online Sequential Extreme Learning Machine OSELM
16 Shore Scleroscope Hardness SSH
17 Rock Quality Designation RQD
18 Mean Square Error MSE
19 Raise Boring Machine RBM

2. Methods
2.1. Extreme Learning Machine

The ELM is a machine learning method, based on the single hidden layer feedforward
neural network (SLFN) proposed by Professor Huang Guangbin of Nanyang University of
Technology, in 2004 [35]. it is suitable for supervised learning and unsupervised learning
problems [36–39], compared with the back propagation neural network (BPNN) [40,41].
The ELM algorithm model can randomly set the connection weight between the input layer
and the hidden layer and the threshold of the hidden layer, and there is no need to adjust
it after setting. At the same time, in the network structure of the ELM, the connection
weight value β between the hidden layer and the output layer can be determined by
the generalized inverse matrix theory. Finally, through the test data and the connection
weight value β obtained, the network output can be calculated to complete the prediction
of the data.

In the Figure 3, where W is the input weight, b is the deviation matrix. H(x) is the
output of the hidden layer node, β is the connection weight between the hidden layer and
the output layer.
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Figure 3. ELM network structure chart.

For single hidden layer neural networks with N samples. Xi = [xi1, xi2 . . . , xin]
T is the

input layer neuron, it is the n-dimensional data. Yi = [yi1, yi2 . . . , yim]
T is the output layer

neuron, it is the m-dimensional data. H(x) = [h1(x), h2(x) · · · hL(x)] is the output matrix
of the neurons in the hidden layer, it is the number of L hidden layer nodes. hi(x) is the
output of the first hidden layer node. The n-dimensional data of the input layer and the
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m-dimensional data of the output layer are determined by the actual training model, When
the ELM neural network has L hidden layer nodes, it can be expressed as:

L

∑
i=1

βig
(
Wi·Xj + bi

)
= pj, j = 1, 2, . . . , N (1)

where βi is the output weight, Wi = [wi,1, , wi,2, . . . , wi,n]
T is the input weight, bi is the

offset of the i hidden layer unit. Wi·Xj represents the inner product of Wi and Xj. g is the
activation function. The commonly used activation functions are the sinusoidal function,
tangent function and Sigmoid function. Their expressions are as follows:

g(x) = sin(x) =
eix − e−ix

2i
(2)

g(x) = tan(x) =
eix − e−ix

i
(
eix + e−ix

) (3)

g(x) =
1

1 + e−x (4)

For the neural networks, the goal of training and learning is to minimize the error
between the output value and the actual value, that is, the norm of the difference between
the output value and the actual value is 0. It can be expressed as:

N

∑
j=1
‖ pj − yj ‖= 0 (5)

According to Formula (1), the goal of the neural network is to find out βi, Wi and bi,
which satisfy Formula (6):

L

∑
i=1

βig
(
Wi·Xj + bi

)
= yj, j = 1, 2, . . . , N (6)

Assume g
(
Wi·Xj + bi

)
= H(x) = H, Then Hβ = Y. Where H is the output of

the hidden layer node, β is the output weight, and Y is the desired output. It can be
expressed as:

H(W1, . . . , WL, b1, . . . , bL, X1, . . . , XL) =


g(W1·X1 + b1) . . . g(WL·X1 + bL)

. .
. . . . .
. .

g(W1·XN + b1) . . . g(WL·XN + bL)


N×L

(7)

β =


βT

1
.
.
.

βT
L


L×m

Y =


YT

1
.
.
.

YT
N


N×m

The purpose of training the single hidden layer neural network is to obtain the ex-
pected weights Ŵi of the input weights Wi, the expectation of the bias matrix b̂i and the
expectation β̂i of the output weight β. It can be expressed as:

‖ H
(

Ŵi, b̂i

)
β̂i −Y ‖= min

W,b,β ‖ H
(

Ŵi, b̂i

)
β̂i −Y ‖ (8)
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Which i = 1, . . . , L, the above formula is also equivalent to minimizing the loss
function, that is, taking the minimum value of E, that is:

E =
N

∑
j=1

(
L

∑
i=1

βig
(
Wi·Xj + bi

)
− yj

)2

(9)

When the ELM algorithm is adopted to solve the above problems, the algorithm model
can randomly determine the input weight Wi and the bias values of the hidden layer bi.
In this way, the output matrix of the hidden layer H is uniquely determined.The problem
of training the single hidden layer neural network can be transformed by solving a linear
system Hβ = Y. The expected value β̂ of the output weight β is:

β̂ = H+Y (10)

where H+ is the generalized inverse matrix of H.
Then, the mean square error MSE and the determination coefficient R2 are selected to

judge the accuracy of the model learning effect. The mean square error is a measure that
reflects the degree of difference in the estimator. It can be expressed as:

MSE(ŷi) =
1
N

N

∑
t=1

(ŷi − yi)
2 (11)

The determination coefficient R2 also becomes the goodness-of-fit and is the square
of the correlation coefficient. Its size determines the closeness of the correlation between
the parameters. The closer the determination coefficient is to 1, the higher the independent
variable explains the dependent variable, on the contrary, the closer it is to 0, the lower the
reference value. It can be expressed as:

R2 =
∑N

i=1(ŷi − y)2

∑N
i=1(yi − y)2 (12)

where N is the number of samples in Formulas (11) and (12), where yi is the actual value
of the variable, y is the average value of the variable and ŷi is the estimated value of the
variable. In this paper, these two evaluation parameters are used to evaluate the learning
effect of the model. when the ratio of the mean square error to the corresponding parameters
is less than 0.1, and the determination coefficient is greater than 0.9, it is considered that the
learning effect of the model meets the requirements.

2.2. Kernel-Based Extreme Learning Machine

The ELM neural network model is prone to unstable training results and a poor
generalization ability when it is used to classify and predict the drilling conditions. A
drilling condition classification model, based on the KELM, is established in this paper. The
KELM is an improved algorithm in which the kernel function idea of the SVR is introduced
into the ELM by Huang of Nanyang University of Technology [42,43]. Compared with the
ELM, this algorithm has a better prediction performance and a more stable performance.
Kang et al. (2020) [44] established the health detection model of a concrete dam, based on
the KELM, and obtained the effective safety monitoring data, which proves the prediction
feasibility of the KELM. Fu et al. (2016) [45] studied the plate impact position prediction
experiment, based on the KELM. Shamshirband et al. (2015) [46] used the KELM to predict
the daily total solar radiation at maximum and minimum temperatures. Liu et al. (2021) [47]
proposed a data classifier, based on the particle swarm optimization (PSO) and the kernel
function extreme learning machine. Zhang et al. (2018) [48] studied a classification model
of the EEG signals in moving images, based on the multi-kernel extreme learning machine
(MKELM). Chen et al. (2016) [49] analyzed the prediction models of a Parkinson’s diagnosis,
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using the ELM and KELM, respectively. Compared with the ELM, the KELM has the
advantage of introducing a regularization coefficient C for the output weight β on the
basis of the ELM [43], used to weigh the training errors and the output weights. It can be
expressed as:

min
1
2
‖ β ‖2 +

1
2

C
n

∑
i=1
‖ ξi ‖2 (13)

s.t. h(xi)β = yT
i − ξT

i , i = 1, 2, . . . , n

where ξi is the training error and h(xi) is the hidden layer feature mapping function.
According to the KKT optimization condition [42], the solution is obtained:

β = HT
(

HHT +
I
C

)−1
Y (14)

where I is the unit matrix, replacing the random matrix HHT of the ELM neural net-
work with the kernel function matrix ΩELM, to introduce the kernel function matrix [42],
as follows: {

ΩELM = HHT

ΩELMi,j = h(xi)h
(
xj
)
= K

(
xi, xj

) (15)

where K
(

xi, xj
)

is the element of row i and column j of the kernel function matrix ΩELM.
For the ELM, its objective function F(x) can be expressed as a matrix:

F(x) = h(x)× β = H × β = Y (16)

where x is the input vector, h(x) and H are the hidden layer node output, β is the output
weight, Y is the expected output. Then, the output function can be expressed as:

F(x) =


K(x, x1)

.

.

.
K(x, xm)


T(

ΩELM +
I
C

)−1
Y (17)

3. Experimental Study

When using the RBM for production, the operating parameters of the rig are the
working pressure and the rotational speed of the drilling, and the performance parameters
are the working torque and the penetration speed. Shaterpour-Mamaghani et al. (2018) [7]
fit a large number of data about the actual construction of the drilling rig in different strata,
and produced the model with the largest goodness-of-fit R2 as the torque best linear fitting
model, to determine the torque in the drilling process. The empirical model of the working
torque Tq fitting can be expressed as follows:

Tq = 0.26× σc − 0.44× SSH + 52.50 (18)

where σc is the uniaxial compressive strength in MPa, and SSH is the shore scleroscope hardness.
Through the linear regression analysis of the working torque and the working pressure,

the pressure needed to break the rock is expressed as N and the pulling force required by
the RBM is expressed as F. Then, they can be represented as:

Fthrust = 11.533× Tq + 356.2 (19)

N =
Fthrust

k
−Wbit·g−Wrods·g (20)

where Wbit is the weight of the reaming bit, and Wrods is the weight of the drilling rods.
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According to the energy conservation formula proposed by Hu et al. (2022) [5], the
penetration speed can be expressed as:

v =
Tq·2πn

1
4 π(D2 − d2)·az − N

(21)

where v is the penetration speed, it depends on the rock’s mechanics, the hob tooth structure
and the drilling pressure. n is the speed of the rotation. az is indicated by the ratio of the
broken rock to broken rock. D represents the diameter of the reaming hole. d represents
the diameter of the guide hole.

With the fitting of the drilling data, the relationship between the rotational speed of
the drilling rig and the characteristic parameters of the rock in the process of reaming is
obtained. It can be expressed as:

n = 0.01× RQD− 0.04× Esta + 3.79 (22)

az = (−0.01× σt − 0.0016× Esta + 0.36)−1 (23)

where RQD is the rock quality designation in %, Esta is the static elasticity modulus in GPa.
σt is the Brazilian tensile strength in MPa.

According to the formula, the correlation of the drilling rig working data under
different working conditions is analyzed, and the result is shown in the Figure 4:
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Figure 4. Correlation analysis diagram of the drilling parameters.

In the correlation matrix graph, the upper triangle of the matrix is the correlation
coefficient among the parameters, and the lower triangle is the scatter distribution map
of the data, and the correlation heat map is a conversion of the regularized matrix data
into color tones, where each cell corresponds to an attribute of the ream drilling data.
It can be seen from the figure that the parameter that has the greatest influence on the
penetration speed is the working torque, which is positively correlated with the pulling
force of the reaming, while the rotational speed has little effect on the pulling force of
the reaming and working torque, and the correlation between the rotational speed of the
drilling and the pulling force of the reaming is roughly the same. Through the above
analysis and the experience of engineers, we can roughly derive the correlation of the
working pressure, working torque, penetration speed and rotational speed, and determine
the main technical parameters during the ream drilling process, which lays the foundation
for the ELM predictive control experiments.

In the prediction experiment of the reaming data set by using the ELM, it is necessary
to normalize the data first, and then divide the data into a training data set, a test data
set and a construction experiment data set. The training data set is used to train the
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model to obtain the prediction model, and the test data set is used to test the prediction
model. If the prediction model does not meet the requirements, it is necessary to adjust the
network structure of the ELM until it meets the requirements, in order To determine the
final prediction model. Finally, the successful prediction model can be used to predict the
relevant drilling parameters, monitor the drilling conditions and set the drilling parameters
of the predicted completion through the operator console, on the basis of which the drilling
control is carried out and it completes the rock-breaking tasks. Figure 5 is the flow chart of
the intelligent predicting and monitoring for the ream drilling of the RBM.
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3.1. Data Processing of the Reaming

First of all, the data from the reaming need to be processed. From the point of view of
the rig equipment, the main factors affecting the ream drilling are the working pressure,
working torque, penetration speed and rotational speed of the drilling. According to the
data measured by the experiment in this paper, the ELM algorithm experiment is carried
out by selecting the working pressure, working torque, penetration speed and rotational
speed. The experiment of the ELM algorithm needs a large data set as support. In this
work, 2000 groups of sensor data are selected for the experiments.

3.2. Data Construction of the Training Set and the Test Set

Construction of the training set and the test set samples of the ELM algorithm. In order
to make the prediction results of the ELM algorithm model more accurate, this research
uses the randperm function to help build the training set and the test set of the algorithm
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model. The purpose of this function is to randomly disrupt a sequence of numbers. Using
this function, 1850 groups of drilling rigs are randomly selected as the training samples
out of 2000 groups of drilling rigs running under different working conditions, and the
remaining 150 groups are used as the test samples.

3.3. Data Normalization

The data of the reaming are normalized. When the ELM algorithm is adopted to
predict the reaming parameters of the RBM, among the relevant parameters involved in the
algorithm, are the unit of penetration speed (mm/min), the unit of the working pressure
(kN), the unit of the working torque (kN·m), and the unit of the rotational speed of drilling
(r/min). The units of each quantity are different, which will cause dimensional differences
and adversely affect the prediction accuracy of the ELM algorithm model. To make the
prediction results more accurate, this work uses the mapminmax function [50] to normalize
each row of the data to be processed to [–1, 1]. In the input matrix, the minimum value of
the row element is mapped to −1, and the maximum value of the row element is mapped
to 1. The principle of the mapminmax function can be expressed by the following formula:

y =
(ymax − ymin)× (x− xmin)

xmax−xmin

+ ymin (24)

3.4. Prediction of the Reaming Parameters
3.4.1. Prediction of the Penetration Speed

The penetration speed of the reaming refers to the displacement of the bit per unit
time, which is not only an important parameter to reflect the drilling efficiency, but also
a symbol to measure the capacity of the drilling rig. its speed will have a direct impact
on the comprehensive economic benefits of the drilling project. Therefore, the prediction
experiment of the penetration speed is carried out first, and after the data preparation is
completed, Formula (18) is used to normalize it. To determine the relationship between the
penetration speed and the working pressure, the working torque and the rotational speed
of drilling, the output of the ELM algorithm model is set as the penetration speed sensor
data, and the input is the working pressure, the working torque and the rotational speed of
the drilling sensor data.

Firstly, the training function is constructed according to the algorithm principle of the
ELM. In the training function, the training set data Pn_train is composed of the working
pressure, working torque and rotational speed of the drilling, and the penetration speed
training set data Tn_train are taken as the independent variables of the training function.
In the independent variable of the ELM training function, we also need to set the corre-
sponding number of hidden layer neurons, transfer function and training function category
(regression: 0, classification: 1). The output of the training function is the input weight
matrix IW, bias matrix B, hidden layer weight matrix LW, transfer function TF and training
function category TYPE.

The output of the training function and the penetration speed test data set Pn_test are
used as the input of the ELM prediction function. The output of this prediction function is
the predicted penetration speed of the corresponding test set. The predicted penetration
speed is only a dimensionless value of [−1~1]. It needs to be further de-normalized, so that
the final predicted penetration speed can be obtained. Then we calculate the mean square
error MSE and the determination coefficient R2 between the real value and the predicted
value of the test set, in which the mean square error can be calculated by using Formula (11)
or the MSE function. When calculating the determination coefficient, Formula (12) is used
to calculate the determination coefficient. The predicted value of the penetration speed is
compared with the real value, and the result is shown in the Figure 6.
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In the comparison of the real value of the predicted value of the penetration speed, the
horizontal coordinate is the sample number of the test set, there are a total of 150 samples,
and the vertical coordinate is the predicted value and the real value of the penetration
speed of each sample. It can be seen from the figure that the gap between the predicted
value and the real value of the penetration speed is small, and the predicted results of the
penetration speed can reflect the real penetration speed, to a certain extent. Following the
calculation, the MSE of the prediction result of 150 groups of data is 0.2, and R2 is 0.92. the
prediction model has a good accuracy.

Similarly, with the same sampling method and the principle, this paper carries on the
prediction experiment on the working torque, working pressure and rotational speed of
the drilling in the reaming up process.

3.4.2. Prediction of the Working Torque

In the reaming stage of the RBM, the main use of the drill pipe is to transfer the output
power of the drill to the bit, by applying a certain rotating torque and driving force to make
the bit rotate and break the rock. In addition, the drill pipe mostly adopts a hollow tubular
structure, which is responsible for the transmission of the drilling fluid in theguide hole
and reaming stage. The working torque refers to the torque input of the reaming bit under
the condition of a certain drilling rate. The working torque varies with the rock properties
and the rock breaking pressure, and the torque also reflects the energy needed for the bit to
break the rock. Therefore, the prediction of the working torque borne by the drill pipe in
the drilling process can help the operator to select the appropriate drilling tool system.

When predicting the working torque, the working torque is taken as the output of
the ELM algorithm model, and the working pressure, rotational speed of the drilling and
the penetration speed are taken as the input of the ELM algorithm model. One thousand
eight hundred and fifty groups out of 2000 groups were randomly selected as the training
set, and the remaining 150 groups were selected as the test set. The comparison of the real
value of the predicted working torque of the test set is shown in the Figure 7.
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Figure 7. Real-time prediction of the working torque.

From the comparison of the real value of the working torque predicted by the test
set, we can see that the gap between the working torque predicted by the ELM algorithm
model and the real value is small, and the predicted results of the torque can accurately
reflect the real working torque, to a certain extent. Following the calculation, the MSE of
the prediction results of 150 groups of data is 0.53 and R2 is 0.99. The prediction model also
has a good accuracy.

3.4.3. Prediction of the Working Pressure

The working pressure is the sum of the pressure exerted by the drill bit on the rock
surface at the bottom of the shaft. The working pressure is distributed on the rock-breaking
hobs of the drill bit device, and the teeth on the hobs are pressed into the rock by the rotation
of the drill bit, thus effectively breaking the rock. When predicting the working pressure
in the process of ream drilling, the working pressure is taken as the output of the ELM
algorithm model, and the working torque, the penetration speed and the rotational speed
of the drilling are taken as the input of the ELM algorithm model. Similarly, 1850 groups
out of 2000 sets were randomly selected as the training set, and the remaining 150 groups
were selected as the test set. The comparison of the real value of the predicted working
pressure of the test set is shown in the Figure 8.

From the comparison of the real value of the predicted value of the test set, we can
see that the gap between the predicted value and the real value is small, and the predicted
results can reflect the real size of the working pressure, to a certain extent. Following the
calculation, the MSE of the prediction results of 150 groups of data is 19.7, and R2 is 0.99.
In this prediction experiment, because the values of the pulling force of the reaming are
large, there is a certain deviation between the predicted value and the actual value, but the
ratio of the deviation to the working pressure is still small, considering that R2 is 0.99, so
the prediction model is also accurate.
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3.4.4. Prediction of the Rotational Speed of Drilling

The output speed of the RBM should meet the needs of the guide hole drilling and
the ream drilling. When predicting the rotational speed in the process of ream drilling, the
rotational speed of the drilling is taken as the output of the ELM algorithm model, and the
working torque, working pressure and penetration speed are taken as the input of the ELM
algorithm model. Similarly, 1850 groups out of 2000 sets of data were run were randomly
selected as the training set, and the remaining 150 groups were used as the test set. The
real value of the predicted rotational speed of the test set is shown in Figure 9:
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The experimental results shown above are the results obtained when the number of
neurons in the hidden layer is set to 10 in the process of using the ELM algorithm, to predict
the rotational speed. It can be seen from the diagram that R2 is only 0.83 and the prediction
result is not accurate. The network structure is re-adjusted and the number of neurons
in the hidden layer is set to 50. The final result shows that R2 is greater than 0.9 to meet
the prediction requirements. The comparison of the real predicted value of the optimized
rotational speed of the test set is shown in the Figure 10.
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In the process of using the ELM to predict the drilling parameters of the RBM, the
model is trained by the established training set, then the model is tested by the test set, and
then the network structure parameters of the ELM are adjusted until the prediction accuracy
of the test set meets the experimental requirements. Finally, the input weight matrix IW,
bias matrix B and hidden layer weight matrix LW in the ELM model are determined.
Finally, the successful prediction model can be used to predict the relevant parameters of
the ream drilling.

During the working process of the drilling rig, after the data of the working pressure,
working torque, rotational speed of drilling and penetration speed are collected by the
sensor, they are predicted by the prediction model of the working parameters of the extreme
learning machine established above, the optimized operating parameters of the drilling rig
can be obtained. the drilling efficiency of the RBM can be improved, to a certain extent, by
using this parameter.

3.5. Intelligent Monitoring of the Bit Status

When the reaming drills are used for drilling in hard rock, bit bouncing often occurs,
the drilling rig can overcome the resistance torque of the rock by gradually increasing the
torque, and the bit returns to a normal working condition. However, when the increasing
torque of the drill pipe is not enough to overcome the resistance moment of the rock, and if
the relevant operation is not taken in time, the power of the drill rig may break, even the
drill pipe can break. It is of great practical significance to be able to determine whether the
bit is faulty or not. By using the classification algorithm model of the ELM and KELM, we
analyze and process the simulated sensor data of the drilling rig, and obtain the intelligent
monitoring of the drilling rig’s working condition.
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3.5.1. Monitoring Experiment of the Drilling Status based on the ELM

In this work, the model classification training of the ELM is carried out by using
simulation sensor data. A total of 400 sets out of 200 sets of data, from normal and faulty
conditions, were used for the experiment. Different from the previous ELM prediction
model, the simulation data need to be marked first in the experiment. The working
condition of the drilling rig is simplified, which is only divided into normal working
conditions and faulty conditions. The working torque, working pressure, penetration speed
and rotational speed of the drilling sensor data corresponding to the normal operating
conditions are marked as 1, and the relevant sensor data corresponding to the faulty
conditions are marked as 2. When the classification algorithm model of the ELM is used to
monitor the working conditions of the drilling rig, the input of the model is the sensor data
of working pressure, working torque, rotational speed of drilling and penetration speed
under the different working conditions, and the output of the model is the corresponding
working condition label. The randperm function is used to randomly select 360 groups
of data as the training data set, and the remaining 40 groups of data are used as the test
set to classify the working conditions of the RBM. The experimental results are shown in
the Figure 11.
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In the comparison between the real value and the predicted value, the horizontal
coordinate is the sample number of the test set, and the vertical coordinate is the bit
working condition category corresponding to each sample, where 1 indicates that the bit
is in normal working condition and 2 indicates that the bit is in a faulty condition. It
can be seen from the figure that among the 40 sets of data in the test set, 38 sets of the
ELM algorithm models are predicted correctly, another two groups demonstrate faulty
conditions, and the algorithm is predicted to be in a normal condition, and the overall
prediction accuracy is 95%. This is because by using the ELM in the model training, each
training will randomly specify the connection weight between the input layer and the
hidden layer and the threshold of the hidden layer.
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3.5.2. Optimal Monitoring Experiment of the Drilling Status based on the KELM

For this reason, we use the KELM to optimize the working condition classification
experiment of 400 groups of simulation sensor data. Similarly, the randperm function is
used to randomly select 360 groups of data as the training data set, and the remaining
40 groups of data as the test set. The experimental results are shown in the Figure 12.
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From the comparison chart of the classification prediction results of the KELM, we can
see that the prediction results are completely consistent with the real operating conditions,
and the classification accuracy of the model is 100%. From the experimental results, it can
be seen that the classification of the bit’s working conditions in the drilling process, by
using the KELM, is more accurate than the ELM.

4. Discussion

The experimental results show that firstly, a strong learning ability is demonstrated
in the regression prediction task of the RBM technical parameters using the ELM. We
have compiled the four most important technical parameters for the RBM ream drilling,
which are the working pressure, working torque, penetration speed and rotational speed,
which have a non-linear relationship with each other. We have also organized the real-
time data during the work, also in the process of training using the ELM, with the aim of
calculating the weights between the implied layer and the output layer. The prediction
phase, moreover, is designed to use the weights between the implicit and the output layers,
to calculate the output, i.e., the parameters we need to predict. In the experimental phase,
first we predict the value of the drilling speed, based on the data of the rotational speed, the
working torque and working pressure, and then we use the MSE and R2 to make trade-offs
so as to determine whether the prediction model meets the requirements. In the prediction
experiment for the penetration speed, we can see from the results that the MSE is only
0.2 and R2 is 0.92, which shows that the prediction model is very successful, according
to the trade-off condition. Secondly, we conducted a classification experiment using the
ELM, which is divided into a normal condition and a faulty condition. We conducted the
experiment using 400 sets of data, and from the experimental results, we can see that the
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accuracy of the ELM is only 95%, while the accuracy of the KELM is 100%, and it is better
to use the KLEM to classify the bit’s working condition during the drilling process.

The KELM is more stable and has a better generalization ability when performing
predictions for the classification experiments. In the RBM hole expansion drilling process,
most of the previous work is based on empirical models, which cannot make accurate
predictions of the main technical parameters, and is still in its infancy for intelligent
control, hence this paper takes the intelligent algorithm as the starting point to improve the
efficiency of the RBM.

5. Conclusions

This research first uses the training set data to fulfill the construction of the ELM
training function, then uses the test set data to test the established prediction function
model, improves the prediction accuracy by adjusting the ELM network structure model
and the related setting parameters, and finally establishes the ELM algorithm prediction
model of the working pressure, working torque, rotational speed of drilling and penetration
speed in the reaming process of the RBM. The optimized operating parameters of the
drilling rig can be obtained through the prediction model, and the drilling efficiency of
the RBM can be improved, to a certain extent. In the predictive regression experimental
results, the MSE is 0.2 and the R2 is 0.92, when predicting the penetration speed, the MSE
is 0.53 and the R2 is 0.99, when predicting the working torque, the MSE is 19.7 and the R2

is 0.99, when predicting the working pressure, and the MSE is 0.09 and the R2 is 0.94, when
predicting the rotational speed, we can see that the overall prediction effect of the ELM
algorithm is very feasible.

Furthermore, by calibrating the drilling data and using the ELM classification algo-
rithm model to train the working condition data of the drilling rig, a working condition
monitoring model, based on the ELM algorithm is established. On this basis, the working
condition monitoring model, based on the KELM algorithm is constructed, and the working
condition monitoring model of the ELM algorithm is optimized. By feeding the sensor data
in the working process of the drilling rig into the KELM working condition monitoring
model, we can judge whether the bit is in a normal or faulty condition. When it is judged
that the bit is in a normal working condition, the construction can be continued, according
to the predicted construction parameters. When judging that the bit is in a faulty condition,
it is necessary to adjust the parameters on the operator console, to make sure that the bit in
not in a continuous faulty condition. From the experimental results, the prediction success
rate of the KELM is 5% more than that of the ELM, which effectively proves that the KELM
has a higher generalization ability and learning ability. This method greatly improves the
accuracy of the reaming status prediction, and plays an important role in the real-time
working condition monitoring in the process of ream drilling, and can effectively avoid
drilling accidents.

The experimental results have shown that the intelligent predictive control algorithms,
based on the ELM and KELM can provide the RBM process planning, construction fault
prediction, and fault diagnosis, to power the complex process planning work of RBMs,
which will break through the domain knowledge fragmentation and information silos of
the industry’s long-term experience-dependent decision-making model. The intelligent
predictive control algorithm is a new type of algorithm that is constantly updated and
iterated, and in the future, more efficient predictive control models may emerge to improve
the efficiency of the industry.

However, there are still some open issues in this research. Currently, the technical
parameters for rock-breaking in the ream drilling process that we choose, are mainly based
on empirical models. A large amount of RBM knowledge is fragmented and scattered,
which is difficult to be reused effectively. This also means that there is a lack of effective
measures to extract, include, manage and calculate the existing knowledge at the moment.
Leveraging the knowledge computing method to effectively combine the adaptive dynamic
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planning method and the real-time fault predictions in the RBM process, is an important
direction for the future research.
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