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Abstract: Retrospective analysis of historic data for cell culture processes is a powerful tool to develop
further process understanding. In particular, deploying retrospective analyses can identify important
cell culture process parameters for controlling critical quality attributes, e.g., afucosylation, for the
production of monoclonal antibodies (mAbs). However, a challenge of analyzing large cell culture
data is the high correlation between regressors (particularly media composition), which makes tradi-
tional analyses, such as analysis of variance and multivariate linear regression, inappropriate. Instead,
partial least-squares regression (PLSR) models, in combination with machine learning techniques such
as variable importance metrics, are an orthogonal or alternative approach to identifying important
regressors and overcoming the challenge of a highly covariant data structure. A specific workflow for
the retrospective analysis of cell culture data is proposed that covers data curation, PLS regression,
model analysis, and further steps. In this study, the proposed workflow was applied to data from
four mAb products in an industrial cell culture process to identify significant process parameters
that influence the afucosylation levels. The PLSR workflow successfully identified several significant
parameters, such as temperature and media composition, to enhance process understanding of the
relationship between cell culture processes and afucosylation levels.

Keywords: partial least-squares regression (PLSR); variable importance metric; afucosylation;
variable importance in projection (VIP) scores; selectivity ratio (SR); significance multivariate correlation
(sMC); monoclonal antibodies; cell culture

1. Introduction

The modern cell culture process for the production of therapeutic monoclonal antibod-
ies (mAbs) is a complex affair, featuring multiple culture parameters and over fifty media
components. Variations in each of these parameters and media can directly affect cellular
metabolism, and therefore potentially compromise any of the many quality attributes of
the final mAb product [1,2]. A systematic comparison between bioreactor runs performed
during normal process development with intentional variations in their process parameters
is necessary to identify which parameters may affect a particular critical quality attribute
(CQA). One method of generating these large datasets is by compiling historic data from
previously completed investigations and experiments for retrospective analysis. The sim-
plest and most frequently used method of comparison is to analyze a single variable at a
time (i.e., univariate analysis), but this is highly inefficient and may result in the use of
a small number of samples to the exclusion of the majority of the dataset. Furthermore,
univariate analysis does not allow consideration of the simultaneous contributions of other
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variables. These limitations result in difficulties with generalizing the findings or even
incorrect conclusions.

Instead of univariate analysis, statistical analysis of the dataset utilizing multivariate
model-based approaches enables an improved and deeper understanding of the relevant
variables. The standard method is to utilize multivariate linear regression (MLR) with
appropriate analyses, such as analysis of variance (ANOVA), to identify the most important
variables. MLR specifically models the correlation between the predictive independent
variables (regressors) and the dependent variable. The application of MLR is limited
when there is a high correlation between individual regressors. MLR is unable to separate
these correlated regressors in the model, resulting in ambiguous empirical models and
meaningless model interpretations. The presence of highly correlated regressors becomes
more common as the dataset size increases, particularly when the data are compiled for
retrospective analyses where there is a lack of calibration design [3]. The use of partial least-
squares regression (PLSR) is a favorable modelling strategy as an orthogonal or alternative
approach to MLR with ANOVA [4]. The issue of correlation is bypassed in PLSR via
the mathematical treatment of the data to induce independence in the regressors, known
as orthogonalization [5]. Beyond this, PLSR is also a dimensional reduction technique,
enabling the analysis of datasets with more predictive regressors than samples, and can
identify unusual samples via model diagnostics.

To identify the relevant regressors from a PLSR model, the machine learning technique
of variable importance metrics, also referred to as ‘filter’ variable selection methods, is
commonly utilized. Generally speaking, these metrics summarize the contribution of
individual regressors to predicting the dependent variable. The metrics can be utilized
to rank order the contributions of the predictive regressors, while the most statistically
important/significant regressors are identified utilizing a significance threshold. Variable
importance in projection (VIP) scores is the most widely utilized variable importance metric
in PLSR, but the lack of a statistically defined significance threshold for VIP scores inhibits
the ability to appropriately identify the most significant regressors [6]. To address this
concern, other metrics, such as selectivity ratio (SR) and significance multivariate correlation
(sMC), which utilize statistically defined significance thresholds, have been proposed [7–9].
As a method, PLSR with variable importance metrics sees widespread use in spectroscopic
analysis, including the identification of key biomarkers from spectra in omics research.
However, the application of PLSR for the analysis of non-spectral variables’ (temperature,
pH, media components, etc.) effects on bioprocess outputs is more limited [10,11].

In the presented work, the authors describe a workflow of utilizing PLSR modelling
in combination with the variable importance metrics to retrospectively identify important
regressors. The workflow follows these general stages: data curation, PLS regression, model
analysis, and further steps. As a case study, the PLSR-model-based workflow was applied
to identify the upstream culture levers that significantly influenced the afucosylation levels
of mAbs from historic experimental data. As part of the workflow development, the differ-
ent variable importance metrics (VIP-scores, SR, and sMC) were compared to determine the
most appropriate metric for identifying the influential regressors. The presence of a core
fucose residue in the N-glycosylation of mAbs is known to affect therapeutic efficacy. The
lack of a core fucose residue (afucosylation) is known to increase the antibody-dependent
cell-mediated cytotoxicity of mAbs [12,13]. Therefore, there is a motivation to characterize
and modulate the total afucosylation of a particular mAb. The analysis is focused on
four different IgG1 molecules, where afucosylation is a presumptive CQA, with historic
data compiled from multiple experiments. The appropriateness of the individual vari-
able importance metrics and interpretation for the identified influential parameters are
additionally discussed.



Processes 2023, 11, 223 3 of 16

2. Theory
2.1. Variable Importance in Projection Scores (VIP-Scores)

The VIP score for a particular i independent regressor estimates the contribution of the
given regressor to a PLSR model [5]. The VIP score is calculated according to Equation (1)
from the PLSR weights (w) that capture the amount of explained dependent variable
variance in each f latent variable:

VIPi =

√
∑F

f=1(w
2
i f ∗ SSYf ∗ I)

SSYtotal ∗ F
(1)

where F is the total number of latent variables, I is the total number of regressors, and SSY
is the sum of squares of explained variance for the dependent variable. The significance
threshold for the VIP score is generally taken to be one, based on the mean of the squared
VIP scores being equal to one.

2.2. Selectivity Ratio (SR)

The SR is defined as the ratio between the explained and unexplained variance for
an independent regressor in the target projection vector [9,10]. The target projection (TP)
defines the best predictive axis for the PLSR model by incorporating both the predictive and
explanatory abilities of the regressors. Target projection is accomplished by projecting the
regressors (X) onto the normalized PLSR model coefficients (bPLS) according to Equation (2).
From the resulting scores of the target projection (tTP), the target projection loadings (pTP)
are determined (Equation (3)) in order to calculate the residuals (ETP) of the target projection
(Equation (4)). Both the target projection scores and loadings are directly proportional to
the predicted dependent variables (ŷ) of the PLSR model, as shown in Equation (2).

tTP = X
bPLS
‖ bPLS ‖

=
ŷ

‖ bPLS ‖
(2)

pTP =
XtTP

tT
TPtTP

(3)

ETP = X− XTP = X− tTP pT
TP (4)

With scores, loadings, and residuals of the target projection, the SR for a particular i
independent regressor can be determined from the explained and unexplained variances
(νexplained and νunexplained, respectively) as shown in Equation (5):

SRi =
νexplained, i

νunexplained, i
=
‖ tTP,i pT

TP,i ‖ 2

‖ eTP,i ‖ 2 (5)

The significance threshold for SR is based on the F-distribution using a critical F value
of F(α, N − 2, N − 3), where N is the sample size and α is the significance level [10]. If the
calculated SR for a particular independent regressor is greater than the critical F value, the
regressor is considered significant.

2.3. Significance Multivariate Correlation (sMC)

The sMC was developed to attempt to correct for the apparent biases in the variances
obtained by SR that result from the rotation step when calculating the TP loadings in
Equation (3) [9]. The calculation of sMC removes the orthogonalization step to account for
this. Since it does not contain a complete rotation, the explained variance is not necessarily
orthogonal to the unexplained variance as it is with SR. The loadings (psMC) and scores
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(tsMC) for sMC are calculated according to Equations (6) and (7), respectively, using the
PLSR model coefficients (bPLS) and regressors (X).

psMC = bPLS/ ‖ bPLS ‖ (6)

tsMC = XpsMC (7)

The explained and unexplained variances (νexplained and νunexplained, respectively) for
sMC are calculated in an equivalent manner to SR using the appropriate scores, loadings,
and residuals. The significance threshold for sMC, like SR, is based on an F-distribution,
but utilizes different degrees of freedom for the critical F value of F(α, 1, N − 2) based on
ANOVA. With this basis, the sMC for a particular i independent regressor is calculated
according to Equation (8):

sMCi =
νexplained, i

νunexplained, i/(N − 2)
(8)

3. Methods
3.1. Dataset Description

Upstream process conditions and glycosylation data were compiled for four different
therapeutic IgG1 molecules, referred to as mAb-α, mAb-β, mAb-γ, and mAb-δ, produced
by four separate K1 GS Chinese hamster ovarian (CHO) cells, all from the same parental
CHO K1 GS cell line. Details for each mAb dataset are presented in Table 1, with precise
definitions for each considered culture parameter given in Table S1. Additives 1 and 2 rep-
resent Bristol Myers Squibb proprietary media supplements. The experiments represented
in the datasets were compiled from historic experiments previously completed during
initial investigations for the mAb process development in 5L fed-batch bioreactors. Within
the dataset, there were gaps in the media condition data for some of the samples. This
can occur in large datasets due to difficulties and limitations within data collection. In
these cases, the missing data were replaced by the target/specification values for the media.
Models were generated to each describe three separate categorizations of afucosylation
level: total afucosylation, high mannose, and complex afucosylation. The total afucosyla-
tion is the summation of the high mannose (Man5 thru Man9) and complex afucosylation
(biantennary glycoforms such as G0, G1, G2, and G0–GN) levels. The afucosylation levels
are defined as the percentage of glycoforms present in the product that are categorized
as that type of afucosylation. The distributions of the afucosylation levels for each IgG1
molecule are provided in Figure S1.

Table 1. Dataset details for each of the mAbs considered within this study (conc. means concentration,
supp. means supplementation).

Molecules Number of
Bioreactor Runs

Culture
Duration (Days) Culture Process Parameters

mAb-α 55 14

Basal Glucose Conc. pH Setpoint

Basal Osmolality Seeding Density

Daily Feed % Temperature Shift Difference

Feed Glucose Conc. Temperature Setpoint

Feed Osmolality

Feed pH
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Table 1. Cont.

Molecules Number of
Bioreactor Runs

Culture
Duration (Days) Culture Process Parameters

mAb-β 80 14

Basal Glucose Conc. Feed pH

Basal Osmolality pH Setpoint

Daily Feed % Seeding Density

Feed Glucose Conc. Temperature Setpoint

Feed Osmolality

mAb-γ 61 12

Additive 1 Bolus Conc. Feed Glucose Conc.

Additive 1 Bolus Day Feed Glutamate Conc.

Additive 1 Feed Feed Glutamine Conc.

Basal Ammonia Feed Na+ Conc.

Basal Glucose Conc. Feed Glucose Conc.

Basal Glutamate Conc. Feed Osmolality

Basal Glutamine Conc. Feed pH

Basal Na+ Conc. pH Setpoint

Basal Osmolality pH Lower Bound

Daily Feed % Seeding Density

Feed Ammonia

mAb-δ 81 14

Additive 2 Conc. Feed Osmolality

Basal Glucose Conc. Feed pH

Basal Osmolality Feed Start Day

Copper Supp. Conc. Glucose Setpoint

Feed Glucose Conc. Seeding Density

3.2. Models and Software

Modeling and calculations were completed using JMP (Version 15.2.0, SAS Institute
Inc., Cary, NC, USA) and MATLAB (R2017b, The MathWorks Inc., Natick, MA, USA) via
the Statistics and Machine Learning Toolbox (The MathWorks Inc., Natick, MA, USA). The
PLSR models were assessed using the coefficient of determination (R2) and the root mean
squared error of calibration (RMSEC). The relative RMSEC, where the RMSEC is divided
over the range of the dependent variables, was additionally considered.

4. Results
4.1. PLSR-Model-Based Workflow

The investigation of influential regressors by PLSR was accomplished using the pro-
posed workflow that consists of four general stages: data curation, PLS regression, model
analysis, and further steps. The data curation stage is focused on organizing and format-
ting the data appropriately. During the PLS regression stage, the desired PLSR model is
optimized and finalized so that it has an appropriate performance. The variable importance
metrics are calculated and analyzed during the model analysis stage. Based on the results,
further steps are conducted to expand understanding and justify results in the final stage.

As with any modelling approach, the quality of the model is dependent on the quality
and quantity of the dataset utilized in calibration. In the data curation stage, there are a
few considerations prior to building the PLSR model. The dataset should be reviewed for
missing data points that would inhibit the modelling and accounted for appropriately. The
distributions for the regressors should be reviewed to ensure there is sufficient variation in
order that regressors with minimal or no variance are not considered in the model. All re-
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maining regressors should be formatted as continuous/quantitative variables, as the PLSR
algorithm requires continuous variables to accurately interpret the variable importance
metrics [14]. For example, rather than formatting culture media differences between runs
as “media A”, “media B”, etc., the media differences should be described in terms of contin-
uous variables, such as glucose concentration and osmolality. For categorical/qualitative
variables, specialized variations of the PLS algorithm are required [14,15].

Regressors that have perfect covariance with one another, where the joint variability
between the two regressors is equivalent, should be reviewed to see if it is appropriate to in-
clude them in the model. Since the PLSR is based on identifying the covariance between the
regressors and the dependent variable, the regressors with the perfect covariance describe
the same information in the model and will produce equivalent variable importance metric
values. This will also affect the values and ranking of the variable importance metric values
for other regressors, as the variable importance metrics are sensitive to the number of re-
gressors included in the model. An example is when all the samples in a given dataset have
a set pH range of±0.2 units around the pH setpoint. This results in the pH setpoint varying
in sync with the pH lower and upper bounds, indicating perfect covariance between these
regressors. The samples for PLSR calibration should also be organized in such a way that
the included samples are representative of the modeling goal. For example, in this study, all
the bioreactor runs considered in a single model by the authors utilized the same cell line
and produced the same molecule. Once the data are reviewed, applying autoscaling to the
regressors and dependent variables as a preprocessing treatment is helpful. This converts
the variable to have a mean of zero and standard deviation of one, enabling the variable
importance metrics to have an equivalent scale to enable rank ordering of the regressors.

The key consideration in calibration during the PLS regression stage is the selection of
the number of latent variables. Too few latent variables result in poor model performance,
while too many latent variables produce overfitting and poor generalization of the results.
The number of latent variables is selected by examining the relationship between latent
variables maintained in the model and the model performance metrics R2, describing the
percent variance of the dependent variable captured by the model, and RMSEC, describing
the accuracy of the model predictions. The optimal PLSR model should achieve the highest
percent variance explained with the inclusion of the fewest latent variables. The use of
cross-validation techniques during calibration to calculate a root mean squared error of
cross-validation (RMSECV) is also helpful in identifying the appropriate number of latent
variables. When these performance metrics (R2, RMSEC, RMSECV) cease changing signif-
icantly with an increasing number of latent variables, the model should cease including
latent variables. In other words, stabilization of the performance metrics indicates the
number of latent variables. The guideline used here for defining stabilization is when the
change in percent variance explained (R2) is less than 3%.

After selecting the number of latent variables, the final R2 and RMSEC should be
checked to determine if the PLSR model is acceptable. If the R2 is too low or RMSEC is
too high, the PLSR is not of sufficient quality. This indicates several potential issues, such
as poor data, unusual samples, and the absence of relevant regressors. While the most
appropriate acceptance threshold for these metrics depends on the model application, a
reasonable rule of thumb is an R2 greater than 0.70 and/or the relative RMSEC being less
than 10% [16,17]. To further ensure the model is appropriate, the sample scores can be
plotted against one another to identify relevant patterns related to the dependent variable.

Consultation of the model diagnostics can provide additional confidence in the model
results and interpretation of the variable importance metrics. The primary diagnostics
considered for PLSR are the Q-residual and Hotelling’s T2. The Q-residual provides an
indication of how well the latent variables capture the variance for a particular sample.
Hotelling’s T2 describes the difference between a given sample and the distribution of
calibration samples. Both diagnostics have a statistically defined threshold that can be
utilized to identify the unusual sample, including potential outliers. For the purposes of
these analyses, the authors regard Hotelling’s T2 as the most appropriate diagnostic for
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unusual sample detection. Once identified, they may be retained in the final model or
discarded to improve model performance.

Following selection of the final model, the model analysis stage begins by calculating
the variable importance metrics to identify the influential regressors. The most appropriate
metric will depend on the application and analyst preferences, but it may be helpful to
consider multiple variable importance metrics. Significant regressors are indicated by the
significance threshold, determined as previously described in the Section 2. The regressor
can be either positively or negatively correlated with the predicted dependent variable and
is indicated by the sign on the model coefficients. If appropriate preprocessing was applied
(i.e., autoscaling), the regressors can be rank-ordered in terms of significance.

In the further steps stage, following the identification of the influential regressors,
additional data analysis and process learning is possible. For supplemental modeling, it
may be advantageous to use MLR with ANOVA to explore interactions between the most
influential regressors. The PLSR analysis can assist in prioritizing what variables should
be maintained or discarded for such explorations. Since PLSR is a statistical approach,
expanding the investigation to further experiments to confirm the effects or development
of mechanistic/hybrid models can lend confidence to the conclusions. The ultimate goal of
all these analyses is to develop process learning for applications to improve and control
the process.

The complete PLSR model workflow, including all four stages, is summarized in
Figure 1 (data curation, PLS regression, model analysis, and further steps). An example
of this workflow utilizing the mAb-δ data to identify the influential bioprocess upstream
levers that affect the complex afucosylation of mAb-δ is presented in the following section.
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Figure 1. Summary of the proposed PLSR workflow for identifying the influential independent regressors.

4.2. Application of Workflow: Complex Afucosylation of mAb-δ

Prior to any modeling considerations, the distributions of the parameters for mAb-δ
were inspected to select the relevant regressors. Inspection of the parameters showed
that several parameters lacked any variance and could not be considered in the model.
Particular variables that were excluded from analysis include temperature setpoint and
pH parameters. From here, the table of correlation coefficients (Figure 2) was inspected
in preparation for preliminarily identifying important parameters. However, several
independent variables were found to be highly correlated (|r| ≥ 0.70) with one another,
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most notably copper supplementation and basal glucose concentration. These were the
most significantly correlated parameters with the complex afucosylation, as well as with
each other. The other parameters to show undesired correlations were basal osmolality
with both basal glucose and feed start day. The high correlation makes it more difficult
to identify which parameter was more important by using MLR with ANOVA. Therefore,
PLSR modeling was pursued to better understand the multicollinear influential regressors.
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Following data curation, the construction of the PLSR model was initiated. The
appropriate number of latent variables was selected by comparing the trends in R2, RMSEC,
and RMSECV as the number of latent variables in the model increased (Figure 3). The
cross-validation was conducted using a K-fold approach, with two groups generated using
random subsets and iteratively repeated until convergence of the RMSECV. When the
metrics stopped changing significantly with increasing latent variables and stabilized, the
preferred latent variable number was selected.
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The final model selected utilized three latent variables for predicting complex afuco-
sylation to give a calibration R2 of 0.75 and relative RMSEC of 12.36%. Given the R2, the
model was deemed acceptable. The plot of the scores for the first two latent variables was
examined to ensure effective modelling of the complex afucosylation (Figure 4A). A clear
trend was identifiable of increasing complex afucosylation level along both the first and
second latent variable axes. With the model selected, the plot of Q-residuals vs. (reduced)
Hotelling’s T2 were compared to identify unusual samples (Figure 4B). Two samples were
identified as unusual from the diagnostics due to having a Hotelling’s T2 greater than the
significance threshold. These unusual samples were actual replicates of one another within
the same experimental group. A review of the data revealed that the samples had slightly
different feed media compared to other samples in the experimental group, but the feed
media was not unusual compared to the remainder on the full dataset. The samples were
left in the model and the variable importance metrics were compared.
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diagnostic plots for mAb-δ PLSR model. The dashed line represents the significance threshold for the
reduced Hotelling’s T2, with unusual samples circled in red.

The VIP scores, SR values, and sMC values were calculated and organized in rank
order of significance, as illustrated in Figure 5. The variable importance metrics between
the individual regressors are directly comparable due to the autoscaling applied prior
to modeling. Both the VIP scores and sMC identified the copper supplement as more
significant over the basal glucose concentration. In contrast, neither variable was considered
statistically significant by SR according to the threshold, but the basal glucose concentration
was closer to the threshold compared to copper supplementation. With this in mind, the
copper supplement was considered the more relevant influential parameter for additional
consideration. Using a similar approach, the basal osmolality was selected as preferable
over basal glucose concentration and feed start day.

With the influential parameters identified, MLR with ANOVA was conducted (data
not shown) to identify any interaction between the cell culture parameters and further
the understanding of the afucosylation data. Based on the findings of the PLSR model,
the basal glucose concentration and feed start variables were excluded from the follow-up
analysis, given their lower significance rank compared to copper supplementation and
basal osmolality. The seeding density was found to be a significant parameter when in
interaction with additive 2 and glucose setpoint. Both additive 2 and glucose setpoint were
previously identified as influential parameters by the PLSR model.
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4.3. Summary of Models and Influential Parameters

The influential parameters for afucosylation identified for each of the IgG1 molecules
generated using the proposed PLSR workflow are summarized in Table 2. The correlation
between the parameter and afucosylation is also indicated, whether positively or negatively
associated. In other words, if the parameter is positively associated, an increase in the
parameter will produce an increase in the afucosylation. The major influential parameters
identified are discussed in further detail in the Section 5. Details for the final PLSR models
utilized to generate the variable importance metrics are summarized in Table S2 of the
Supplementary Material.

Table 2. The significant cell culture parameters influential to afucosylation identified by each of the
PLSR model variable importance metrics. The parameters are organized in rank order of significance.
The sign of the coefficient indicates either a positive (+) or negative (−) relationship between the
parameter and afucosylation.

Total Afucosylation High Mannose Complex Afucosylation

m
A

b-
α

VIP • Temperature Setpoint (+)
• Basal Glucose Conc. (+) • Temperature Setpoint (+)

• Temperature Shift Diff. (+)
• Feed pH (−)
• Feed Glucose Conc. (+)
• Temperature Setpoint (−)

SR • Temperature Setpoint (+) • Temperature Setpoint (+) • None identified as significant

sMC • Temperature Setpoint (+)
• pH Setpoint (+) • Temperature Setpoint (+)

• Temperature Shift Diff. (+)
• Feed pH (−)
• Temperature Setpoint (−)
• Feed Glucose Conc. (+)
• Basal Glucose Conc. (+)
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Table 2. Cont.

Total Afucosylation High Mannose Complex Afucosylation

m
A

b-
β

VIP
• pH Setpoint (+)
• Seeding Density (+)
• Basal Osmolality (+)

• Seeding Density (+)
• Temperature Setpoint (+)
• Basal Glucose Conc. (−)
• Basal Osmolality (−)

• Temperature Setpoint (−)
• pH Setpoint (+)
• Feed Osmolality (+)

SR • None identified as significant • Seeding Density (+) • None identified as significant

sMC

• pH Setpoint (+)
• Seeding Density (+)
• Basal Glucose Conc. (+)
• Basal Osmolality (+)
• Daily Feed % (−)

• Seeding Density (+)
• Temperature Setpoint (+)
• Feed Glucose Conc. (+)

• Temperature Setpoint (−)
• Feed Osmolality (+)
• pH Setpoint (+)
• Feed Glucose Conc (−)
• Seeding Density (−)

m
A

b-
γ

VIP

• Basal Na+ Conc. (+)
• Basal Osmolality (+)
• Feed Na+ Conc. (+)
• Additive 1 Bolus Day (−)
• Feed pH (+)
• Additive 1 Bolus Conc. (+)

• Basal Osmolality (+)
• Basal Na+ Conc. (+)
• Additive 1 Bolus Day (−)
• Feed Osmolality (+)
• pH Lower Bound (−)
• Feed Na+ Conc. (+)
• Additive 1 Bolus Conc. (+)
• Basal Glucose Conc. (+)

• Basal Na+ Conc. (+)
• Feed Glucose Conc. (+)
• Basal Ammonia (+)
• Feed pH (+)
• Basal Glutamate Conc. (+)
• Basal Osmolality (−)

SR • None identified as significant • None identified as significant • None identified as significant

sMC

• Basal Na+ Conc. (+)
• Basal Osmolality (+)
• Seeding Density (−)
• Basal Glucose Conc. (+)
• Feed Na+ Conc. (+)
• Daily Feed % (+)

• Basal Osmolality (+)
• Additive 1 Bolus Day (−)
• Basal Glucose Conc. (+)
• Feed Na+ Conc. (+)
• Feed Osmolality (+)
• pH Lower Bound (−)
• Additive 1 Feed (+)

• Basal Na+ Conc (+)
• Basal Ammonia (+)

m
A

b-
δ

VIP
• Glucose Setpoint (+)
• Feed Glucose Conc. (+)
• Feed Start Day (+)

• Copper Supp. Conc. (−)
• Basal Glucose Conc. (−)
• Additive 2 Conc. (+)

• Copper Supp. Conc. (+)
• Basal Glucose Conc (+)
• Feed Glucose Conc (+)
• Additive 2 Conc (−)
• Basal Osmolality (−)

SR • None identified as significant • Copper Supplement (−) • None identified as significant

sMC

• Glucose Setpoint (+)
• Feed Glucose Conc. (+)
• Feed Start Day (+)
• Seeding Density (+)
• Feed Osmolality (−)

• Copper Supp. Conc. (−)
• Basal Glucose Conc. (−)
• Additive 2 Conc. (+)
• Feed pH (+)

• Copper Supp. Conc. (+)
• Basal Glucose Conc. (+)
• Additive 2 Conc (−)
• Glucose Setpoint (+)
• Feed Glucose Conc. (+)
• Feed pH (−)

5. Discussion

Using sMC as the preferred variable importance metric, several process parameters
were identified as statistically significant for influencing afucosylation levels. In this section,
the performance of the variable importance metrics and potential mechanistic explanations
for the identified parameters are presented.

5.1. Variable Importance Metrics

The purpose of the variable importance metrics is to identify the regressors that
contribute significantly relative to the other regressors for the prediction of the dependent
variables in the PLSR model. The VIP scores and sMC were able to consistently identify
relevant regressors to afucosylation levels, but the SR rarely identified any regressors as
statistically significant in the model, resulting in false negatives. The previous literature
has shown that SR is less reliable with large datasets compared to VIP scores [18]. The
proposed degrees of freedom for the SR significance threshold have also been criticized as
inappropriate, which results in more conservative estimates of important regressors [13].
Both of these issues may account for the poor performance of SR on these datasets. If it
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is desirable to only consult a single variable importance metric, the authors recommend
the use of sMC. While VIP scores can consistently identify regressors as significant, the
calculation of VIP scores combined with the non-statistically defined significance threshold
will force at least a single regressor to be significant, regardless of the model, and result
in false positives. The use of sMC is the most analogous to the traditional MLR analysis,
as it is functionally a coefficient analysis method and utilizes ANOVA to test for regressor
significance [19]. However, it may be most appropriate to consult all three metrics when
identifying the significant regressors.

5.2. Influential Parameters to Afucosylation

With the exception of the total afucosylation of the mAb-δ model, all the PLSR models
satisfied at least one of the criteria (R2 greater than 0.70 or relative RMSEC less than 10%) to
be considered acceptable. The influential parameters for total afucosylation are difficult to
interpret with a mechanistic explanation, as the total afucosylation represents two classes of
glycoforms (high mannose and complex bi-antennary) that are synthesized by related but
separate mechanisms [20]. The high mannose species are the less processed glycoforms, re-
sulting from incomplete clipping of the branched mannose residues by mannosidases in the
Golgi apparatus. The complex afucosylated species are the more processed glycoforms that
are not acted upon by the fucosyltransferases FUT8, which would attach a fucose residue,
during the assembly of the complex glycan structure by other glycosyltransferases [21].
The complex glycoforms only form following the complete trimming of the branching
mannose species. Therefore, the total afucosylation has influential parameters that are a
combination of the influential parameters for the high mannose and complex afucosylation
models. This produces misleading results, as several parameters have opposite effects on
the high mannose and complex afucosylation that cancel out or minimize their influence
on the total afucosylation. For example, the poor performance of the total afucosylation of
the mAb-δ model can likely be partially attributed to the most significant parameter for
both high mannose and complex afucosylation being copper supplementation, but they
were affected in opposite ways. The total afucosylation of the mAb-δ model as a result did
not identify copper supplementation as an influential parameter.

All of the parameters identified as influential to afucosylation differed amongst the
mAbs. This was not unexpected, given the complexities of glycosylation that are influenced
by both cellular and culture parameters [22,23]. Furthermore, it is well understood that
there is considerable variation and complexity in the phenotypic expression between
individual cells and cell lines across bioreactors, even when all cells are derived from
the same clonal origin [24,25]. However, several individual parameters were consistently
identified as significant across multiple molecules.

Temperature parameters were significant for both the high mannose and complex
afucosylated species of both mAb-α and mAb-β. The trend of lower temperatures (lower
temperature setpoint and larger temperature shift difference) being associated with higher
complex afucosylation, but lower high mannose, was equivalent between mAb-α and
mAb-β. The negative association between temperature and complex afucosylation agrees
with the previous literature [26–28]. Sou et al. (2014) have reported that lower temperatures
are associated with reduced metabolic activity and lower expression of the fucosyltrans-
ferase responsible for the formation of fucosylated complex glycoforms, leading to higher
complex afucosylation [27]. In contrast, the positive association between temperature
setpoint and high mannose may be related to the residence time of the antibody within the
Golgi apparatus. Since high-mannose species represent less-processed glycoforms, shorter
residence times would be expected to be associated with increased high-mannose species.
Previous work has demonstrated temperature sensitivity in the transport of secretory pro-
teins [29]. An increase of high-mannose species has also been correlated with increased
cell specific productivity, which in turn is associated with reduced residence times of the
product mAbs [28,30]. However, studies related to the residence time of mAbs in CHO
cells are largely lacking.
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The media composition and conditions have a significant effect on the afucosylation
levels. This was most strongly highlighted by the modeling results for mAb-γ, where the
most significant parameters were largely related to the media. The basal osmolality and
related basal Na+ concentration were the most significant media parameters for mAb-γ,
being positively associated with both high mannose and complex afucosylation. This
may be related to unfavorable osmolality stressing the cells and reducing the function
of glycosylation-related enzymes [31]. The complex afucosylation of the mAb-γ model
requires careful interpretation, as even though it met the acceptable model qualifications,
it required more latent variables compared to the other models, and its performance was
lower compared to the total afucosylation or high-mannose mAb-γ models. This may be
an indication that the regressors in the model were not entirely appropriate for describing
the complex afucosylation of mAb-γ and the inclusion of additional parameters may be
more appropriate.

A trend of note from the mAb-δ models was the contrary relationship between the
copper sulfate and additive 2 supplementation, both of which were significant in the high-
mannose and complex afucosylation models. The supplementation with copper produced
higher complex afucosylation and lower high-mannose species, while the inclusion of addi-
tive 2 decreased complex afucosylation and increased the fraction of high-mannose species.
A possible explanation for the copper effect is that it behaves similarly to manganese,
another divalent ion commonly added to cell cultures to increase complex afucosyla-
tion [31–34]. However, supplementation with the divalent ions of nickel and cobalt did
not produce an appreciable effect on afucosylation [35]. This may be a function of the
overall size of the atom as it relates to binding, as copper and manganese possess larger
covalent radii compared to nickel or cobalt [36]. The exact mechanism behind the man-
ganese effect has not been fully elucidated yet to draw further comparisons between the
effect of manganese and copper on afucosylation. It should also be noted that a previous
study by Luo et al. (2020) found a negative association between copper supplementation
and the glycoform G0 and a positive association between copper supplementation and
Man5, the opposite of the results uncovered in this analysis [37]. The method of cop-
per addition was different in both the studies, as this study used a bolus addition while
Luo et al. (2020) incorporated it into the feed media [37]. This suggests that the copper effect
may be cell-line-, molecule-, and/or process-dependent, which has also been observed
for manganese.

Parameters related to glucose availability in the culture (basal glucose concentration,
feed glucose concentration, glucose setpoint, etc.) were frequently identified as significant
across all the IgG1 molecules. This is not surprising, as glucose is the primary carbon source
that drives cellular metabolism and is the direct metabolic precursor to the nucleotide sugars
GDP-mannose and GDP-fucose utilized by the cell for glycosylation. However, it is worth
noting that the association of these glucose availability parameters differed between the
mAbs. For example, glucose concentration in the feed media was identified as significant
for complex afucosylation for both mAb-β and mAb-δ, but with opposite associations
(negative and positive, respectively).

In summary, the most significant parameters affecting high mannose and complex
afucosylation levels across the considered mAb datasets were temperature and media
conditions. These findings can inform future mAb process development efforts to explain
variation or generate control strategies for afucosylation.

6. Conclusions

A workflow based on PLSR models for retrospective analysis of large historic datasets
is proposed. This workflow is particularly valuable for cell culture process data, where
high correlation between regressors limits the use of MLR approaches. The proposed
workflow is described according to four general steps: data curation, PLS regression, model
analysis, and further steps. Using PLSR modelling, cell culture parameters for four different
monoclonal antibodies were investigated to detect the significant culture parameters that
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affect the total afucosylation, high-mannose species, and complex afucosylation levels. The
identified parameters showed good agreement with literature examples and mechanistic
understanding of cellular metabolism as it relates to glycosylation. It is interesting to note
that some of the significant parameters, such as temperature and copper supplementation,
had an inverse effect between high mannose and complex afucosylation.

Based on the results of the PLSR models, future investigations will focus on further
modelling to enhance process understanding. ANOVA and MLR will be utilized to search
for interactions between significant parameters. Additional PLSR modeling may be lever-
aged to investigate more complex data, specifically the process and metabolite profiles over
the time course of the culture. The use of profiles for multiple variables may exceed the
number of samples in the dataset. While this is an issue for MLR with ANOVA, it is not for
PLSR and takes advantage of the unique qualities of the approach. An example application
is the use of the PLSR diagnostic to detect unusual bioreactor trends. The results also
provide an impetus for future experiments, such as further investigating the mechanistic
explanation behind the temperature effect on afucosylation. The proposed PLSR workflow
has been effectively leveraged to deepen the process understanding of afucosylation and
guide future investigations.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr11010223/s1, Figure S1: Distribution for the different afucosy-
lation categories for the molecules (A) mAb-α, (B), mAb-β, (C) mAb-γ, and (D) mAb-δ. Table S1: List
of definitions for upstream culture levers considered in the PLSR models. Table S2: Summary of the
final PLSR model metrics for each of the molecules.
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