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Abstract: Permanent magnet synchronous motors (PMSMs) have been gradually used as the driving
equipment of coal mine belt conveyors. To ensure safety and stability, it is necessary to carry out
real-time and accurate fault diagnosis of PMSM. Therefore, a fault diagnosis method for PMSM based
on digital twin and ISSA-RF (Improved Sparrow Search Algorithm Optimized Random Forest) is
proposed. Firstly, the multi-strategy hybrid ISSA is used to solve the problems of uneven population
distribution, insufficient population diversity, low convergence speed, etc. In addition, the fault
diagnosis model of ISSA-RF permanent magnet synchronous motor is constructed based on the
optimization of the number of Random Forest decision trees and that of features of each node by
ISSA. Secondly, considering the operation mechanism and physical properties of PMSM, the relevant
digital twin model is constructed and the real-time mapping of physical entity and virtual model
is realized through data interactive transmission. Finally, the simulation and experimental results
show that the fault diagnosis accuracy of ISSA-RF, 98.2%, is higher than those of Random Forest (RF),
Sparrow Search Algorithm Optimized Random Forest (SSA-RF), BP neural network (BP) and Support
Vector Machine (SVM), which verifies the feasibility and ability of the proposed method to realize
fault diagnosis and 3D visual monitoring of PMSM together with the digital twin model.

Keywords: digital twin; belt conveyor; permanent magnet synchronous motor; Random Forest;
sparrow search optimized algorithm; fault diagnosis

1. Introduction

The coal mine belt conveyor is very important transportation equipment in coal
mining, and is advantageous in that it is effective over long transmission distances, has
strong transmission capacity and works continuously [1,2]. The composition of a coal
mine belt conveyor is shown in Figure 1; it mainly includes a driving motor, a belt, a
transmission device, a tensioning device, a driving roller and an idler. The efficiency of
coal mine transportation is directly related to the belt conveyor. Most of the traditional
belt conveyors are driven by AC asynchronous motors and deceleration devices with
disadvantages such as low transmission efficiency, poor speed regulation and difficulty
in intelligent control [3,4]. Thus, Permanent Magnet Synchronous Motors (PMSMs) have
been widely used in various fields due to their high efficiency, high torque mass ratio,
stable operation and good control performance [5]. They have been increasingly used as
a source to drive equipment in the process of coal mining [6–8]. The high efficiency and
energy saving of belt conveyors depends on the choice of driving mode. Reference [9]
pointed out that belt conveyors adopt both a permanent magnet motor and a frequency
conversion driving system, which means they have greater energy-saving capacity than the
previous driving systems. Feng Guihong et al. proposed a belt conveyor directly driven
by an external rotor permanent magnet synchronous motor, which was advantageous in
its high torque, adjustable speed and high efficiency [10]. To ensure safe and stable power
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output in the process of coal mining, it is necessary to carry out daily maintenance and
fault diagnosis for the power driving equipment. For the belt conveyor driven by PMSM,
how to make intelligent, accurate and efficient fault diagnosis concerning the PMSM is
the key direction of research. The failure of PMSM may lead to a significant decline in its
performance, resulting in high losses in the process of coal mining.
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Figure 1. Coal mine belt conveyor: (a) illustration of model; (b) object pictures.

Until now, many scholars have carried out in-depth research on the fault diagnosis of
PMSM, and the main fault diagnosis methods generally include: diagnosis method based
on model [11–13], diagnosis method based on signal processing [14,15] and diagnosis
method based on artificial intelligence machine learning [16–18]. Haddad et al. established
three fault models of PMSM by using finite element analysis, and judged the faults by using
voltage and current characteristics of the motor [19]. Arellano-Padilla. J et al. adopted
the high-frequency signal injection method to diagnose the inter-turn short circuit fault of
PMSM online [20]. Alameh et al. extracted the key features of motor health and failure
from the vibration signals of PMSM to realize the fault diagnosis of the motor [21]. Alvarez-
Gonzalez F proposed a method for fault detection of PMSM stator windings by using
the Hilbert–Huang Transform [22]. Ullah et al. used the Visual Geometry Group (VGG)
network to extract the features of the stator current and vibration signals of PMSM, and
converted the feature signals into images to achieve motor fault diagnosis [23]. DOĞAN
Zafer et al. proposed a method based on Empirical Mode Decomposition (EMD) and
statistical analysis to realize fault diagnosis of PMSM stator windings [24].

With the rapid development of big data, artificial intelligence, sensors and other
technologies, coal mining is gradually shifting to informatization, digitalization and in-
telligence [25]. The rapid development of digital twin provides strong support for the
digitalization and intelligent mining of coal mines. Digital twin was first proposed by
Professor Michael Grieves in the Product Lifecycle Management course of Michigan Uni-
versity in 2003 [26]. It realizes the interactive mapping of the physical world and the virtual
information world by establishing a digital virtual model with multi-physical, multi-scale
and multi-disciplinary attributes [27]. Digital twin technology plays an important role in
different fields. To sum up, this paper proposes a fault diagnosis method of PMSM based
on digital twin and ISSA-RF, and carries out 3D visual monitoring of the running status
of PMSM. In this method, the fault characteristics of PMSM stator current are extracted
through Variational Mode Decomposition (VMD), the ISSA-RF fault diagnosis model is
trained and the digital twin fault diagnosis system is established. The validity of the
proposed fault diagnosis method is verified by simulation and experimental analysis.
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2. Digital Twin Model of PMSM
2.1. Digital Twin Fault Diagnosis Framework

Digital twin aims to build a virtual entity mapped to a physical entity in the form of
digitalization, and to conduct simulations and fault diagnosis concerning physical entities
by combining historical data, real-time data and algorithm models [28]. As shown in
Figure 2, the digital twin framework of PMSM fault diagnosis includes perception layer,
transmission layer, model layer and service layer.
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Figure 2. Permanent Magnet Synchronous Motor Fault Diagnosis Digital Twin Framework.

The function of the perception layer is to obtain the real-time data of the physical
PMSM such as the data of driving signals, status models and sensors, including permanent
magnet synchronous motor, sensor, programmable logic controller, etc.

The function of the transmission layer is to connect the physical entity and the virtual
entity for data interaction. The commonly used communication protocols are TCP/IP,
MQTT, OPC UA and so on [29]. The plug-in PREspective in Unity3D has been applied to
the digital twin technology because it provides multiple industrial communication protocol
interfaces and can access various simulations (such as MATLAB simulation) and realize
real-time communication between digital twin and simulation software.

The model layer refers to the digital twin model and the fault diagnosis model, and
the two are connected with each other through twin data. The digital twin model includes
the physical model, the geometric model, the rule model and the behavior model. The fault
diagnosis model trains the selected algorithm network according to the historical data or
twin data of the permanent magnet synchronous motor so as to realize the fault diagnosis
of the permanent magnet synchronous motor.
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The service layer refers to the human–machine interaction interface, which is a visual
window of the digital twin to realize the fault visualization, real-time optimization control
and data management functions of the PMSM.

2.2. Construction of Twin Model of PMSM

The construction of the twin model requires the integration of the geometric model,
the physical model, the rule model and the behavior model [30], which describes the twin
model from multiple dimensions. Now we are going to describe the twin model of the
permanent magnet synchronous motor from four dimensions.

2.2.1. Geometric Model

The geometric model describes the shape, position relationship and parent–child
relationship of physical entities, etc. The geometric parameters of PMSM mainly include
stator, rotor, permanent magnet, etc., which are modeled by 3Dmax, Maya and other
software and imported into Unity3D for rendering [31], as shown in Figure 3.
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2.2.2. Physical Model

Based on the geometric model, physical attributes of PMSM such as current, voltage,
magnetic field and speed are added to the physical model to simulate the change process
of physical parameters. The software commonly used are ANSYS, ABAQUS finite element
analysis software, etc. [32–34].

2.2.3. Rule Model

Rule model is based on existing historical experience rules, expert knowledge rules
and standard rules in related fields to enable the virtual model to restrict, deduct and
diagnose fault, etc. Machine-learning algorithms can be used to mine historical data and
generate new rules. As historical data evolve and time goes by, these rules will evolve and
improve, improving the ability of real-time optimization, prediction and fault diagnosis of
rule models.

2.2.4. Behavior Model

The behavior model describes the real-time response and behavior of PMSM under
different environments and different time scales combined with its internal operating mech-
anism, including healthy operation behavior, failure behavior and performance degradation
behavior of PMSM [35].

The PMSM fault behavior model described in this paper is as follows:

B f =
(

t f , d f , p f , m f

)
(1)

where tf refers to the fault type of PMSM, df stands for the fault degree of PMSM, pf indicates
the fault position and mf refers to the fault model. The main purpose of the behavior model
is to reflect the real-time behavior of the physical entity (health behavior, fault behavior,
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etc.) in virtual space, analyze and judge the collected real-time data by the rule model,
obtain the real running state of the physical entity and update the behavior model to make
it consistent with the running state of the physical entity.

To describe the permanent magnet synchronous motor twin model from multiple time
scales and space scales, the above four models need to be assembled and fused. Thus, the
permanent magnet synchronous motor twin model can be expressed as [36]:

MTPMSM = (Gm, Pm, Rm, Bm) (2)

where MTPMSM refers to the permanent magnet synchronous motor twin model, Gm
is the geometric model, Pm is the physical model, Rm is the rule model and Bm is the
behavior model.

The permanent magnet synchronous motor twin model can not only realize real-time
mapping of physical entities, but also realize PMSM state monitoring through dynamic
simulation of PMSM by the data-driven twin model [37]. The assembly and fusion of the
permanent magnet synchronous motor twin model are shown in Figure 4. Through the
data-driven MTPMSM, it is possible to determine whether the PMSM is faulty, and when a
fault occurs, the fault location can be quickly located, the cause of the fault can be analyzed
and the degree of equipment failure can be evaluated.
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2.3. PMSM Fault Diagnosis Based on the Fusion of Data Driving and Twin Model

With the development of artificial intelligence, the fault diagnosis accuracy of PMSM
by using data driving is constantly improving. However, for some faults that machine
learning has not trained, accurate fault diagnosis cannot be carried out. Therefore, this
paper integrates data driving and twin model to jointly realize fault diagnosis of PMSM,
and adopts the twin model to conduct a consistency test on machine-learning diagnosis
results, as shown in Figure 5, to dynamically, stably and accurately diagnose PMSM fault.
Firstly, the machine-learning algorithm is trained and tested according to the historical
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data or simulation data of PMSM, which is elaborated in Sections 3.3 and 4.1. Secondly,
the real-time data of PMSM are collected through the perception layer, including driving
signal, command signal, status signal, etc. Third, the data is transmitted to the model layer
(machine-learning model and twin model) through the transmission layer. After the twin
data is preprocessed, it is transmitted to the twin model for simulation, and simultaneously
the twin data is transmitted to the data-driven machine-learning model [38]. If the diagnosis
results of the two models are consistent, the fault position, fault type and fault degree are
displayed in the service layer, and optimization decisions are made based on the diagnosis
results and fed back to the physical entity PMSM. Otherwise, the fault database is updated,
which is beneficial in terms of the machine-learning model being updated and optimized.
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Currently, machine-learning algorithms commonly used for data driving include: Sup-
port Vector Machine (SVM) [39], Long Short-Term Memory (LSTM), BP (Back Propagation)
neural network, Random Forest, etc. [40]. The accuracy of the machine-learning algorithm
is crucial to the method proposed in this paper. Therefore, an Improved Sparrow Search Al-
gorithm for Optimizing Random Forest (ISSA-RF) is proposed in this paper to improve the
accuracy of PMSM fault diagnosis. In this paper, the inter-turn short circuit fault of PMSM
is taken as an example to verify the feasibility and effectiveness of the ISSA-RF algorithm.

2.4. Equivalent Model of PMSM Inter-Turn Short Circuit Fault

The faults of PMSMs can be divided into electrical faults, mechanical faults and
permanent magnet faults. Studies show that more than 47% of motor faults are caused by
electrical faults [41], among which the short circuit between stator windings is the most
common electrical fault and is generally caused by high temperature, mechanical vibration
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extrusion, humidity and other factors. The short circuit between PMSM turns will not
only affect the motor performance, but also cause other types of faults or even damage
the motor. The reason is that the short-circuit coil produces counter electromotive force
in contrast to the normal coil, causing the magnetic field of the short-circuited coil to be
opposite the direction of the original magnetic field. In addition, the stator windings with
inter-turn short-circuit fault will produce a short-circuit current, leading to a rise of local
temperature of the motor, demagnetization of the permanent magnet in the motor and
further attenuation of motor performance.

Figure 6 shows the equivalent circuit model (A-phase inter-turn short circuit of three-
phase PMSM) when inter-turn short circuit fault occurs in the stator winding of PMSM, in
which u stands for voltage, i is the current, e is the counter electromotive force (where eaf
is the counter electromotive force generated by the short-circuit coil), R is the resistance
of the stator winding coil (where Rf is the resistance of the short-circuit branch), L is the
inductance of the stator winding coil, a, b and c, respectively, correspond to the A, B and C
phases of the three-phase PMSM and mutual inductance Mij exists between each of the two
coils (i and j are subscripts of coils).
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3. Fault Diagnosis Method Based on ISSA-RF Permanent Magnet Synchronous Motor
3.1. Random Forest Algorithm

The Random Forest (RF) algorithm is an ensemble classifier composed of multiple
decision trees, and was proposed by Leo Breiman in 2001 [42]. RF improves the general-
ization ability and prediction accuracy of the model by increasing the difference between
various classifiers [43]. Two “random” features are used to construct a decision tree to form
a Random Forest: (1) bootstrap; (2) characteristics of randomly selected training samples.

As shown in Figure 7, the steps for Random Forest fault diagnosis are as follows:
original data set D =

{
Ci1, Ci2, Ci3, · · · , CiM, Yj

}
(i = 1, 2, . . . , n; j = 1, 2, . . . , u), where M

refers to the quantity of features, Yj is the corresponding output category label under
{Ci1, Ci2, Ci3, · · · , CiM}, and u is the quantity of category labels.

1. N (N < n) training subsets were randomly sampled from the original data set D by
the bootstrap sampling method;

2. m features were randomly selected from M features (m < M) to generate a decision
tree model;
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3. The above steps were repeated to generate N decision trees to form a Random Forest
classification model.

4. The Random Forest classification model was used to classify and diagnose the test
data set, and the result of each decision tree is calculated by means of ensemble voting
to get the final diagnosis result. The final result is decided by majority vote:

Result(x) = argmaxY

N

∑
h=1

I{Th(x) = Y} (3)

where Th(x) refers to the hth decision tree, Y is the category label and I{·} is an indicative function.
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3.2. Strategy to Improve the Sparrow Search Algorithm
3.2.1. Sparrow Search Algorithm

Sparrow Search Algorithm (SSA) is a new intelligent search algorithm proposed by
Xue Jiankai in 2020 [44] that divides sparrows into discoverers and followers according to
the fitness value in the foraging process. The discoverers have higher fitness values and
will preferentially obtain food in the process of foraging. Moreover, they have a wider
search range and will guide the followers to forage and search. For the followers, they
will follow the discoverer with the best fitness value to forage and search. To obtain better
food, they will monitor whether the discoverer finds better food, and may compete for
the discoverer’s food to increase their own predation rate. The identity of discoverer and
follower is dynamic, but the proportions of discoverer and follower to the whole population
are fixed. To ensure the safe foraging of the population, each generation randomly selects
10% to 20% sparrows from the whole population as vigilantes to monitor the foraging area.
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They immediately send alerting signals when sensing risks, and the sparrow population
will move to a safe position or engage in anti-predation behavior.

The location updating formulae of discoverer, follower and vigilante are, respectively,
as follows:

Suppose there are n sparrows in the population that search in d-dimension space. The
location of the ith sparrow can be expressed as Xi = [xi1, xi2, · · · , xid], where i = 1, 2, · · · , n
and its fitness value can be expressed as fi = f [xi1, xi2, · · · , xid].

The location-updating formula of the discoverer is:

Xt+1
i,d =

{
Xt

i,d· exp(− i
α·itermax

) R2 < ST
Xt

i,j + QL R2 ≥ ST
(4)

where Xt
i,d refers to the d-dimension location information of the ith sparrow in the tth

generation, α is a random number and α ∈ (0, 1), itermax is the quantity of the maximum
iteration, Q is a random number that follows a normal distribution, L is a 1 × d matrix with
all its elements equal to 1, R2 ∈ [0, 1] refers to the alerting value, and ST ∈ [0.5, 1] refers to
the safety value. When R2 < ST, it means the foraging environment is good for sparrows
and there is no predator. Conversely, when R2 ≥ ST, it means predator(s) is (are) found by
some sparrows in the population and alerts are sent out.

The location updating formula of the follower is:

Xt+1
i,d =

Q· exp(
Xt

w−Xt
i,d

i2 ) , i > n
2

Xt+1
b +

∣∣∣Xt
i,d − Xt+1

b

∣∣∣·A+·L , i ≤ n
2

(5)

where Xb and Xw, respectively refer to the best location and the worst location in the
sparrow population; A is a 1 × d matrix in which each element is randomly assigned with
value 1 or −1, A+ = AT(AAT)−1. When i > n

2 , the ith low-fitness follower will have no food
to move to other places for more energy. When i ≤ n

2 , the ith follower forages randomly
near the currently best location of the population.

The location updating formula of the vigilante is:

Xt+1
i,d =


Xt

b + β
∣∣∣Xt

i,d − Xt
b

∣∣∣ , fi > fb

Xt
i,d + γ

[
|Xt

i,d−Xt
w|

( fi− fw)+δ

]
, fi = fb

(6)

where β is the step size control parameter and is a random number that follows the standard
normal distribution, δ is the smallest constant to avoid having a zero denominator, γ ∈
[−1, 1] is a random number and fb and fw are, respectively, the current best and worst
fitness values. When fi > fb, the sparrow is at the edge of the population and vulnerable to
predators; when fi = fb, the sparrow is in the middle of the population and needs to move
closer to other sparrows to avoid attack.

3.2.2. Strategy to Improve the SSA

(1) Tent chaotic mapping initialization population
Chaos is a nonlinear natural phenomenon, and the chaotic motions feature random-

ness, regularity and ergodicity. The existing chaotic maps include Circle chaotic map,
Logistic chaotic map, Tent chaotic map, etc., which are widely used in optimization search
algorithms. The chaotic value distribution of the Circle chaotic map is uneven, and the
values in the interval [0.2, 0.6] are relatively dense [45] while the values of the Logistic
chaotic map are relatively dense in the intervals [0, 0.05] and [0.95, 1], proving to be low
in the middle and high on both sides [46]. The distribution of Tent chaotic map in the
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interval [0, 1] is more uniform with a faster iteration speed [47]. Therefore, in this paper,
Tent chaotic map is used to initialize the sparrow population. The expression is as follows:

xt+1 =

{ xt
β 0 ≤ xt < β
1−xt
1−β β ≤ xt ≤ 1

(7)

where β ∈ (0, 1), and β = 0.7 in this paper. The specific mapping expression is:

xt+1 =

{
10xt

7 0 ≤ xt < 0.7
10−10xt

3 0.7 ≤ xt ≤ 1
(8)

The basic sparrow search algorithm will randomly initialize the position of the sparrow
population, resulting in uneven distribution of individual positions within the sparrow
population and low population diversity. By introducing the Tent chaotic map to initialize
the population distribution of the SSA algorithm, xnew is obtained, which increases the
diversity of the sparrow population and speeds up the convergence of the SSA algorithm.
It can be expressed by the following formula:

xnew = lb + (ub− lb)xd (9)

where xnew is the new population obtained through the use of the Tent chaotic map; ub and
lb are the upper and lower limits of the variable x; and xd is the Tent chaos sequence.

(2) Genetic algorithm—crossover and mutation
To increase the population diversity and improve the accuracy of the sparrow search

algorithm, the crossover mutation of the genetic idea is introduced. Firstly, binary coding
is adopted for the discoverer individuals in the sparrow population, and the individual ex-
treme value and the population extreme value are crossed to obtain a better next generation.
The size of the crossover probability Pc will affect the optimization ability of the algorithm.
If the selection of Pc is too small, the speed of generating new individuals will be slower. If
the selection of Pc is too large, the speed of generating new individuals will be too fast and
the number will be too large. It also increases the likelihood of disrupting genetic patterns
and affecting the structure of the population that produces superior individuals; secondly,
an individual is randomly selected in the discoverer population to mutate the gene of the
selected individual with a certain mutation probability Pm to generate a new individual.
The size of the mutation probability Pm will affect the performance and convergence of the
algorithm. If the value of Pm is too small, it will be difficult to generate new individuals,
resulting in the loss of many excellent genes and insufficient diversity of the population.
If the value of Pm is too large, it will become a pure random search algorithm, which is
not conducive to the convergence of the algorithm [48]. Finally, after relevant experimental
research, this paper selects Pc = 0.8, Pm = 0.1 to cross-mutate the sparrow population.

(3) T-distribution
T-distribution, also known as student distribution, is a statistical distribution form

proposed by Gosset, a mathematical statistician [49]. The probability density function of
T-distribution obeying degree of freedom n is:

pt(x) =
Γ
(

n+1
2

)
√

nπ · Γ
( n

2
) ·(1 +

x2

n

)− n+1
2

−∞ < x < +∞ (10)

T-distribution is the intermediate form of Gaussian distribution and Cauchy distribu-
tion. When the degree of freedom n = 1, T-distribution is the standard Cauchy distribution
with strong global search ability. When the degree of freedom n→ ∞ , T-distribution is
the Gaussian distribution with strong local search ability. Therefore, selecting the proper n
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value, the T-distribution can play to the best of both. The variation process of T-distribution
with iteration number iter as the degree of freedom n can be written as follows:

xi(new) = xi(old) + xi(old)titer (11)

where xi(new) and xi(old) are, respectively, the new position of the ith sparrow after mutation
and the original position before mutation, titer refers to the T-distribution that relates to the
iteration number. By introducing T-distribution, the global search ability can be enhanced
in the early stage of iteration, and the local search ability can be better in the late stage of
iteration. In addition, the convergence speed of the algorithm can be accelerated.

(4) Simulated annealing mechanism
To enhance the ability of the SSA to jump out of the local optimal solution and find the

global optimal solution quickly, a simulated annealing mechanism is introduced. Simulated
annealing is the process of simulating the annealing of solid substances in physics [50], of
which the cooling mode is as follows:

Tx+1 = λTx (12)

where T refers to the annealing temperature that decides the probability of a sparrow
receiving the new location, λ is the annealing coefficient and λ ∈ [0.9, 1]. When the fitness
value of the new location fnew is better than the current optimal fitness value fo, the original
one is directly replaced; otherwise, the Metropolis criterion needs to be followed to judge
as below:

exp
(
− fnew − fo

T

)
≥ rand(0, 1) (13)

If the formula is true, the new location will be accepted; otherwise, it will be rejected.

3.2.3. Improved Sparrow Search Algorithm Test

In this paper, four unimodals and four multimodals are selected as test functions (as
shown in Table 1, the information of the test function includes function type, function
formula, dimension, range and optimal value), and the ISSA Algorithm, the Whale Opti-
mization Algorithm (WOA), the Grey Wolf Optimization Algorithm (GWO), the Particle
Swarm Optimization (PSO) and the SSA algorithm are compared. Each algorithm is run
50 times with a population size of 30 to calculate the worst value, the optimal value, the
mean value and the standard deviation of those five optimization algorithms as evaluation
indexes. Specific parameter settings of each optimization algorithm are as follows: WOA
parameter settings: a reduces from 2 to 0 linearly, p = 0.5, b = 1; GWO parameter settings: a
decreases linearly from 2 to 0; PSO parameter settings: ωmax = 0.9, ωmin = 0.2, c1 = 2, c2 = 2;
SSA parameter settings: ST = 0.6, PD = 0.7, SD = 0.2.

The experimental results in Table 2 (the data in bold in the table are the best values
for that group) and Figure 8 show that ISSA achieved better optimization results than the
other four algorithms in the optimization experiments of the eight test functions (unimodal
and multimodal) selected. In F1 and F4, the optimization effects of ISSA were far better
than those of other optimization algorithms, with accurate optimization accuracy and fast
convergence speed. In F2 and F3, ISSA improved the optimal value by more than 10 orders
of magnitude compared with PSO, WOA and GWO, and improved the mean value and
the standard deviation by about 5 orders of magnitude. Although the SSA algorithm
also achieved good optimization effect, it was still not as accurate as ISSA. Therefore,
for the unimodal test functions F1~F4, the optimal value and the average value of the
ISSA algorithm are the closest to the theoretical optimal value of the test function, and
the standard deviation of the ISSA algorithm is the smallest. This is because the ISSA
algorithm introduces the Tent chaotic map and crossover mutation, which increases the
diversity of the sparrow population, improves the convergence speed of the algorithm
and results in a strong global search ability of the algorithm. In the multimodal and low-
dimensional test functions F5 and F6, although the five optimization algorithms all find the
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same optimal value, ISSA is more stable and converges faster than the other four algorithms.
In the multimodal and high-dimensional test functions F7 and F8, the three optimization
algorithms SSA, ISSA and WOA have all achieved good results, but the standard deviation
of ISSA is the smallest, indicating that the ISSA optimization algorithm is more stable and
robust, and can jump out of the local optimal solution. In F7, both SSA and ISSA find the
optimal value stably, which shows the superiority of the sparrow search algorithm itself.
Therefore, for the multimodal test functions F5~F8, the average value of the ISSA algorithm
is closer to the optimal value of the test function, which reflects that the ISSA algorithm has
the highest accuracy in finding the optimal solution. In addition, with the smallest standard
deviation, the ISSA algorithm has strong stability and robustness, and fast convergence
speed according to the test function convergence curve (e–h). This is mainly because the
ISSA algorithm introduces two strategies, T-distribution and simulated annealing. The
T-distribution strategy enhances the global search ability in the early stage of the algorithm
and the local search ability in the later iteration, while the simulated annealing strategy
strengthens the algorithm’s ability to jump out of the local optimal solution.

Table 1. Test function information.

Function Type Function Formula Dimension Range The Optimum

Unimodal F1(x) =
n
∑

i=1
x2

i
30 [−100, 100] 0

Unimodal F2(x) =
n−1
∑

i=1

[
100
(
xi+1 − xi

2
)2

+ (xi − 1)2
]

30 [−30, 30] 0

Unimodal F3(x) =
n
∑

i=1
([xi + 0.5])

2
30 [−100, 100] 0

Unimodal F4(x) =
n
∑

i=1
|xi |+

n
∏
i=1
|xi | 30 [−10, 10] 0

Multimodal F5(x) = −
4
∑

i=1
ci exp

(
−

6
∑

j=1
aij
(
xj − pij

)2

)
6 [0, 1] −3.32

Multimodal
F6(x) =

 1
500 +

25
∑

j=1

1

j+
2
∑

i=1
(xi−aij )

6


−1

2 [−65, 65] 1

Multimodal F7(x) = −20 exp

(
−0.2

√
1
n

n
∑

i=1
xi

2

)
− exp

(
1
n

n
∑

i=1
cos(2πxi)

)
+ 20 + e 30 [−32, 32] 0

Multimodal F8(x) =
n
∑

i=1
−xi sin

(√
|xi |
)

30 [−500, 500] −12,569.487

Table 2. Test function result comparison.

Function Algorithm The Worst Value The Optimal Value The Mean Value Standard Deviation

F1

WOA 1.1026E−150 3.7848E−170 3.4927E−152 1.739E−151
GWO 7.8671E−58 1.2739E−61 5.768E−59 1.2134E−58
PSO 1.5351 0.28415 0.80961 0.29399
SSA 1.5731E−39 0.00E+00 3.1461E−41 2.2246E−40
ISSA 0.00E+00 0.00E+00 0.00E+00 0.00E+00

F2

WOA 28.7271 26.1422 27.0898 0.48525
GWO 28.5395 25.1895 26.9658 0.73291
PSO 1759.8402 90.1762 329.1056 338.0528
SSA 0.00087056 1.9429E−10 2.6087E−05 0.00012261
ISSA 0.000128 1.394E−11 1.6906E−05 2.8937E−05

F3

WOA 0.51245 0.0096724 0.11545 0.1205
GWO 1.4982 1.4252E−05 0.6006 0.3716
PSO 2.2191 0.19723 0.99605 0.40937
SSA 2.4322E−06 1.5397E−12 2.1759E−07 4.9544E−07
ISSA 6.5149E−08 9.7579E−15 8.2053E−09 1.4792E−08

F4

WOA 4.2731E−101 5.6882E−117 9.3139E−103 6.0485E−102
GWO 6.381E−34 5.7026E−36 1.1818E−34 1.3682E−34
PSO 8.5704 1.3881 5.2468 1.72
SSA 4.8452E−21 0.00E+00 9.7027E−23 6.852E−22
ISSA 0.00E+00 0.00E+00 0.00E+00 0.00E+00

F5

WOA −2.6381 −3.322 −3.2193 0.13087
GWO −3.0204 −3.322 −3.2575 0.083307
PSO −2.6381 −3.322 −3.1448 0.1741
SSA −3.1354 −3.322 −3.2633 0.071025
ISSA −3.2031 −3.322 −3.2459 0.057648
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Table 2. Cont.

Function Algorithm The Worst Value The Optimal Value The Mean Value Standard Deviation

F6

WOA 10.7632 0.998 2.1992 2.3476
GWO 12.6705 0.998 4.3642 4.29
PSO 5.9288 0.998 1.7324 0.91169
SSA 12.6705 0.998 9.8475 4.6552
ISSA 0.998 0.998 0.998 1.2285E−16

F7

WOA 7.9936E−15 8.8818E−16 3.8725E−15 2.1959E−15
GWO 2.2204E−14 1.1546E−14 1.581E−14 2.4864E−15
PSO 7.5458 2.429 3.704 0.8883
SSA 8.8818E−16 8.8818E−16 8.8818E−16 0.00E+00
ISSA 8.8818E−16 8.8818E−16 8.8818E−16 0.00E+00

F8

WOA −7676.802 −12,569.3926 −10,984.6355 1683.268
GWO −3322.8588 −7398.1366 −5900.4489 837.2153
PSO −2411.375 −4956.3865 −3179.2495 511.3516
SSA −5410.3787 −12569.4857 −9368.4539 2448.4265
ISSA −10,102.0186 −12,569.4866 −11,565.6683 786.8091
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To sum up, compared with other intelligence algorithms, the ISSA algorithm has the
following advantages: 1© it has higher solution accuracy and efficiency; 2© it has strong sta-
bility and robustness; 3© it can jump out of the local optimal solution and converge quickly.
Therefore, using the improved sparrow search algorithm to optimize the parameters of
Random Forest is superior to using other optimization algorithms, thereby improving the
accuracy of Random Forest fault diagnosis.

3.3. Fault Diagnosis Process of ISSA-RF

The accuracy of RF classification depends on the number of decision trees and the
number of features at each node. This paper uses ISSA to optimize the above two variable
parameters. As shown in Algorithm 1, selecting the RF model error rate as the fitness
function, the fault diagnosis process of ISSA-RF is:

Algorithm: ISSA-RF.

1. Normalize data and divide training set (Ci-train, Yj-train) and test set (Ci-test, Yj-test)
2. Input: set the initial algorithm parameters N: Population size
PD: Proportion of the discoverer SD: Proportion of the vigilante
Iter-max: Maximum iteration number
3. Training period
Step 1: introduce the Tent mapping initial sparrow population according to Formulae (9);
Step 2: update locations according to Formulae (4)–(6) and get the optimal population X;
Step 3: obtain the population pop1 according to the crossover and mutation in the genetic ideas;
Step 4: obtain the population pop2 according to the T-distribution;
Step 5: obtain the population pop3 according to the simulated annealing;
Step 6: new X = [X pop1 pop2 pop3];
Step 7: calculate the fitness value of new population f 1, then sort (f 1);
Step 8: select N sparrows with higher fitness values and update the global optimal individuals,
and then carry out iteration;
Step 9: check whether the stop conditions are met. If yes, exit and output the best parameters.
Otherwise, perform Steps 1 to 8 again;
Step 10: train the RF classifier as per the acquired optimal parameters mtry and ntree;
Testing Period:
Step 11: test data set Ci-test
4. Output: label of the test data set Yj-test

4. Experiment and Discussion
4.1. Simulation Experimental Data

The experimental environment for this paper is the Windows10 system, with a 16G
running memory and a 2.90 GHz CPU. The programming language is MatlabR2021b.
Through MATLAB/Simulink, the PMSM fault simulation model is built for analysis, and
four types of inter-turn short-circuit fault are set up: “healthy”, “minor fault”, “medium
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fault” and “serious fault”. PMSM fault occurs 0.3 s after the start of the system. The main
PMSM parameters are shown in Table 3.

Table 3. Permanent magnet synchronous motor parameters.

Variable Value

D-axis inductance/H 0.835 × 10−3

Q-axis inductance/H 0.835 × 10−3

Permanent magnet flux linkage/Wb 0.152
Moment of inertia/kg ·m2 0.036

Number of pole pairs 3

As shown in Figure 9, an A-phase inter-turn short circuit is taken as an example and
fault data are acquired by setting different fault degrees. The data of each type are in a
15,001× 4 matrix with four columns of time, A-phase current, B-phase current and C-phase
current, respectively. The data of some faults that occur 0.3 s after the start running of the
system are selected and the signals are decomposed by using VMD to extract the features of
fault signals. Ten features are extracted in this paper, and the labels in one column include:
1 = healthy, 2 = minor fault; 3 = medium fault; 4 = serious fault. The size of the original data
set is a 560 × 11 matrix. The data sets of the PMSM inter-turn short circuit are divided into
a training set and a test set to be trained in the ISSA-RF model according to the proportion
of 8:2, as shown in Table 4.
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Table 4. Experimental data sheet.

Label Fault Type Training Sample Size Test Sample Number

1 Healthy 112 28
2 Minor fault 112 28
3 Medium fault 112 28
4 Serious fault 112 28

4.2. Results Validation

To verify the effectiveness and superiority of the improved algorithm ISSA-RF, another
four algorithms, including RF, SSA-RF, BP (Back Propagation) neural network and Support
Vector Machine (SVM) are, respectively, run in the same environment as ISSA-RF. The
results of the fault diagnosis of 112 samples are shown in Table 5 and Figure 10.

Table 5. Comparison of Fault Diagnosis Results of Each Algorithm.

Algorithm Test Sample Quantity Number of Misdiagnosis Accuracy/%

BP 112 14 87.5
SVM 112 13 88.3929
RF 112 14 87.5

SSA-RF 112 6 94.6429
ISSA-RF 112 2 98.2143
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As can be seen from Table 5, compared with the other four fault diagnosis models, the
ISSA-RF fault diagnosis model proposed in this paper performs better, and the accuracy
rate in the test set reaches 98.2134%. ISSA-RF is about 10% more accurate than the three
algorithms BP, SVM and RF, and about 4% more accurate than the SSA-RF algorithm.

As shown in Figure 10, the five classification models BP, SVM, RF, SSA-RF and ISSA-RF
can all distinguish fault or health by PMSM. However, for the accurate classification of
“minor fault”, “medium fault” and “serious fault” in PMSM, due to partial similar feature
fitting between faults, the accuracy rate of each algorithm is reduced. In particular, as can
be seen from Figure 11, because the features of “medium fault” are partially fitted with
those of “minor fault” and “serious fault”, the algorithm model will incorrectly diagnose
“medium fault” of PMSM as the other two kinds of fault. However, ISSA-RF is more
accurate in dividing faults, and only two misdiagnoses exist. The confusion matrix of the
ISSA-RF algorithm is shown in Figure 10f, which verifies the superiority of ISSA-RF against
the other four algorithm models, and the superiority and feasibility of this algorithm.
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4.3. Digital Twin Visualization Interface

The digital twin technology can be used for fault diagnosis and 3D visual monitoring
of coal mine belt conveyor, and the real-time data collected can be transmitted to the digital
twin system through the OPC UA communication protocol [51]. Real-time mapping be-
tween physical entity and twin entities can be realized through the interactive transmission
of data. According to the twin data of the physical entity, the twin system will diagnose
the equipment fault in combination with the ISSA-RF fault diagnosis model, the fault
diagnosis results will be visualized in the twin system and the detected fault positions will
be highlighted in the twin model.

As shown in Figure 12, this interface can display the running state, health condition,
parameter setting and visual monitoring of the motor. Visual monitoring includes: (1) data
visualization; (2) model visualization. Data visualization is to visually display the real-time
data of the equipment in the form of charts. For example, the real-time current data of the
motor is displayed in a line chart; the abscissa is the real time and the ordinate is the real-
time current of the motor, and its unit length changes with the current. Model visualization
displays the running and working status of the physical entity in real time. Meanwhile, the
digital twin system will save the obtained twin data in the database, which is conducive to
updating and optimizing the Random Forest fault diagnosis model in the future. As shown
in Figure 13, when a device failure is detected, the digital twin system changes the device’s
operating status to “Fault”, displays the diagnosis results in the interface and highlights the
fault location on the digital twin model. In addition, a pop-up warning window displays
the device number corresponding to the faulty device in the physical world to remind
the staff to check the fault in time. When the staff clicks the “OK” button in the warning
window, the hidden real-time current data and rotate speed of the motor will be displayed
again. At this time, the staff can quickly locate the specific part and the type of the fault
by viewing the Exploded View of the motor to repair or replace the part according to the
severity of the failure, which improves the efficiency and safety of real-time production.
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the health condition of PMSM by constructing the digital twin model of PMSM and the
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(1) In this paper, an improved sparrow search algorithm optimized Random Forest
(ISSA-RF) method was proposed to realize the fault diagnosis of PMSM. Through simu-
lation and feature extraction of PMSM fault data, the accuracy of the ISSA-RF diagnosis
model was 98.2134%, and experimental results show that ISSA-RF is feasible and effective.

(2) By setting up a digital twin system to achieve fault diagnosis and 3D visualization
monitoring of PMSM, equipment running status and data can be reflected more visually to
quickly locate the PMSM fault and determine the fault type, which shortens the equipment
maintenance time and increases the efficiency of coal mining.
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Abbreviations

Abbreviations English Full Name
PMSM Permanent Magnet Synchronous Motor
SSA Sparrow Search Algorithm
ISSA-RF Improved Sparrow Search Algorithm Optimized Random Forest
RF Random Forest
BP Back Propagation
SVM Support Vector Machine
AC Alternating Current
VGG Visual Geometry Group
EMD Empirical Mode Decomposition
VMD Variational Mode Decomposition
LSTM Long Short-Term Memory
WOA Whale Optimization Algorithm
GWO Grey Wolf Optimization Algorithm
PSO Particle Swarm Optimization
MQTT Message Queuing Telemetry Transport
OPC OLE for Process Control
OPC UA OPC Unified Architecture
Bf Fault Behavior
tf Fault Type
df Fault Degree
pf Fault Position
mf Fault Model
MTPMSM Permanent Magnet Synchronous Motor Twin Model
Gm Geometric Model
Pm Physical Model
Rm Rule Model,
Bm Behavior Model
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