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Abstract: At present, there are a large number of growing medical applications in the application
market. It is difficult for users to find satisfactory medical services conveniently and efficiently.
The classical collaborative filtering algorithm has some problems, such as cold start, unsatisfactory
recommendation results, and so on. This paper proposes a hybrid medical service recommendation
approach based on knowledge graph to solve the above problems. This approach introduces the
open knowledge graph and establishes the semantic link relationship between the mobile application
and the knowledge graph entity. It not only enhances the semantic feature of single application
for improving the accuracy of recommendation results, but also realizes the in-depth analysis of
the semantic relationship among multiple application entities in the knowledge graph through the
TransHR model which can alleviate the cold start problem. Then we design a hybrid recommendation
algorithm based on multi-dimensional similarity fusion. This algorithm uses the entropy method to
organically integrate the calculation results of multi-dimensional semantic similarity, such as feature
vector similarity, entity relation similarity, and user rating similarity. It is convenient and efficient to
recommend satisfactory medical application services to target users. Finally, we test and analyze the
accuracy and effectiveness of our proposed approach by experiment.

Keywords: hybrid recommendation; knowledge graph; mobile application feature; multi-dimensional
similarity

1. Introduction

At present, mobile Internet technology is developing rapidly, and there is an increasing
demand for electronic devices such as smartphones and tablet computers. At the same time,
more and more mobile applications appear in the view of users. The users put forward
higher requirements for mobile applications in terms of functional and non-functional
requirements. So how to recommend satisfactory mobile applications, improve the utiliza-
tion rate of mobile applications, and reduce the unloading rate of mobile applications is
significant for users and mobile application developers. Especially in the field of medical
services, due to the shortage of offline medical services, users more and more tend to
look for medical applications on the mobile Internet. They acquire medical knowledge
through medical applications and purchase its supporting medical diagnostic equipment
to obtain continuous health monitoring and medical diagnostic services. However, at
present, there are many medical-related mobile applications in the application market with
different functions and uneven performance. For the users who lack medical knowledge,
how to easily and efficiently obtain the medical services they need is an urgent problem
to be solved.

In academia and industry, the recommendation system is one of the best solutions to
solve the above problems. The recommendation system can help users accurately obtain
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satisfactory application services from hundreds of mobile applications at the minimum
time and energy. The recommendation system began with the email recommendation
system Tapestry [1] designed and implemented by Goldberg et al. in 1992. The purpose of
recommendation system is to find what users want among many products. Classical service
recommendation methods have three categories: content-based recommendation (CB) [2,3],
collaborative filtering (CF) [4–6], and hybrid recommendation method [7]. The CF is the
earliest and the most famous recommendation algorithm. It is also one of the most widely
used and mature recommendation technologies [8,9]. Collaborative filtering algorithms
have two types: user-based collaborative filtering algorithms and item-based collaborative
filtering algorithms. The classic collaborative filtering carries out recommendation by using
similar users or items. However, the new applications often have very few user ratings
or none, or the new users do not rate any applications or only rate few applications. This
phenomenon will lead to cold start problems, which makes the recommendation unable to
be carried out or the recommendation results unavailable.

In recent years, many scholars have conducted in-depth research to solve the cold
start problem. Tan et al. [10] first proposed the similarity measure method based on the
principle of physical resonance. This method alleviates the data sparsity and cold start
problems of collaborative filtering recommendation system. However, this method mainly
improves the calculation of similarity, it does not consider the context information in
service recommendations. Hu et al. [11] incorporated time information into similarity
calculation and service quality prediction. They designed a hybrid personalized random
walk algorithm to infer the similarity between indirect users and services. This method
reduces the problem of data sparsity and alleviates the cold start problem. Zhang et al. [12]
mine neighbor users of social networks by user embedding. They design a two-level model
based on the Markov chain. This method dynamically models user preferences to alleviate
the cold start problem of implicit feedback recommendation systems.

In addition to the cold start problem mentioned above, another problem of the classical
collaborative filtering recommendation method is the unideal accuracy of the recommen-
dation results. For this reason, some scholars try to combine knowledge graphs with
service recommendations, which emerged as a recommended method based on knowledge
graphs. Wang et al. [13] combined knowledge graphs with user-item graphs and proposed
a knowledge graph attention network. This method explicitly models the high-order con-
nectivity in knowledge graphs in an end-to-end way and improves the accuracy of service
recommendations based on the knowledge graph. Zhang et al. [14] constructed a travel
spatio-temporal knowledge graph and modeled the scenic spot feature and spatio-temporal
semantics in the knowledge graph. Finally, it recommends suitable tourist attractions
for the target users. This method improves the accuracy of recommendations based on
the knowledge graph. Wang et al. [15] use Microsoft satori to construct a news-related
knowledge graph. They extract the structural information from the knowledge graph
through representation learning and replace the corresponding entities in the news head-
lines. In this way, news recommendations can find more connections at the knowledge
level, mine potential connections between news, and provide users with personalized
news recommendations. From the above research, we found that the current methods to
alleviate the cold start problem are to improve the collaborative filtering algorithm itself.
The application of knowledge graphs in the field of service recommendation is only for
service recommendation, and it is rarely combined with collaborative filtering algorithms.

To sum up, on the one hand, there are a large number of growing medical applications
in the application market. It is impossible for users to find satisfactory mobile applications
conveniently and efficiently to obtain much-needed medical services. This is a hot issue
that users, medical devices, and application developers are concerned about. On the
other hand, the classical Collaborative Filtering algorithm has some problems such as cold
start and unsatisfactory recommendation results, which urgently need to be improved.
Although the recommendation method based on knowledge graph is rising gradually, and
there are commercial knowledge graphs in medical fields such as Baidu Lingyi (Baidu
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Lingyi: https://01.baidu.com (accessed on 19 July 2022)), Ping an Intelligent Medical
(Ping an Intelligent Medical: https://yun.pingan.com/ssr/solutions/medical (accessed
on 19 July 2022)), and Ali Medical knowledge Graph (Ali Medical knowledge Graph:
https://www.doctoryou.ai (accessed on 19 July 2022)), the open medical knowledge graph
is still difficult to obtain.

This paper proposes a medical service hybrid recommendation method based on
Knowledge Graph to solve the above problems. This method is based on the application
feature set obtained from the mobile application market through natural language process-
ing technology. First, we introduce the open knowledge graph and establish the semantic
link relationship between the mobile application and the knowledge graph entity. It not
only enhances the single application semantics feature and improves the accuracy, but
also realizes the in-depth analysis of the semantics relationship among multiple appli-
cation entities in the knowledge graph through the TransHR model which can alleviate
the cold start problem. Then, we design a hybrid recommendation algorithm based on
multi-dimensional similarity fusion. This algorithm uses the entropy method to organically
integrate the calculation results of multi-dimensional semantic similarity, such as feature
vector similarity, entity relation similarity, and user rating similarity. It is convenient and
efficient to recommend satisfactory medical application services to target users. Finally, we
test and analyze the accuracy and effectiveness of this method by experiment.

The main contributions of this paper are as follows: (1) we establishes the semantic
link relationship between the knowledge graph and the mobile application feature set. On
the one hand, it expands the semantic features of a single mobile application. On the other
hand, it embeds the semantics feature into the knowledge graph, which can supplement
the relationship semantics between multiple mobile applications, improve the semantic
representation ability of the mobile application feature set as a whole, and improve the
final recommendation results. (2) We use the entropy method to organically integrate the
calculation results of multi-dimensional semantic similarity, such as application feature
vector similarity, knowledge graph entity relation similarity, and user application rating
matrix similarity. It is convenient and efficient to recommend satisfactory medical applica-
tion services to target users. Finally, we test and analyze the accuracy and effectiveness of
this method by experiments.

The main structure of this paper is as follows: (1) in the second section of this paper,
we briefly introduce the knowledge graph and describe the recommendation method based
on the knowledge graph. (2) In the third section of this paper, the extracted application
feature is fused with the corresponding application entity feature in the knowledge graph
to complete the knowledge graph and calculate application similarity from multiple dimen-
sions. We proposed a hybrid similarity calculation method of the fusion knowledge graph,
which uses the entropy method to determine the weight of each similarity to recommend.
(3) In the fourth section of this paper, we experiment according to the previous recom-
mendation algorithm, which proves the algorithm can improve the cold start problem to a
certain extent.

2. Knowledge Graph and Recommendation Method Based on Knowledge Graph

Knowledge graph [16] is a graph-based network data structure, which is composed of
multiple nodes and edges. Among them, entities are nodes, and the relationships between
entities are edges. In the knowledge base, the knowledge graph is stored in the form of
multiple triples of <head entity, relationship, tail entity>, and the triple can be expressed in
the form of G = (h, r, t), where h represents the set of head entities in the knowledge graph, h
= {h1, h2, . . . }; r represents the set of relations between all entities in the knowledge graph,
r = {r1, r2, . . . }; t represents the set of tail entities in the knowledge graph, t = {t1, t2, . . . }.

Recommendation methods based on knowledge graphs can be divided into two cate-
gories [17], which are embedding-based methods and path-based methods. In this paper,
we mainly use embedding-based methods. The embedding-based methods mainly char-
acterize entities and relationships by the method of graph embedding, so as to realize

https://01.baidu.com
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the expansion of the original application’s characteristic information, and then apply it to
the recommendation system. The presentation learning models of the knowledge graph
include translation models [18], distance models [19], simple neural network models [20],
and energy models [21,22]. The Trans series methods are a typical method of representing
entities and relationships in the knowledge graph. These methods embed existing semantic
data into a low-dimensional semantic space, and in the low-dimensional space, the similar-
ity between two applications can be observed more intuitively. The Trans series methods
are widely used in the representation of knowledge graphs.

The basic idea of the TransE method is to make the sum of the head entity vector h and
the relation vector r as close to the tail entity vector t as possible, that is, h + r ≈ t, as shown
in Figure 1. It is assumed here that the L1 or L2 norm is used to measure “closeness” on the
semantic level. Therefore, for a triple with a correct relationship, the value of the distance d
(h + r, t) should be as small as possible; in contrast, for a triple with a wrong relationship,
the value of the distance d (h + r, t) is larger. Therefore, the objective function is shown in
Equation (1):

L = min ∑
(h,r,t)∈S

∑
(h′ ,r,t′)∈S

[
γ + d(h + r, t)− d

(
h′ + r, t′

)]
+ (1)

‖h‖ ≤ 1, ‖r‖ ≤ 1, ‖t‖ ≤ 1

where d =||h + r− t|| is the L1 or L2 norm, and γ represents the maximum distance
between positive and negative samples, which is a constant.
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Figure 1. Schematic diagram of atlas embedded TransE method.

3. Hybrid Recommendation Method Fused with Knowledge Graph
3.1. Expansion of Application Feature Sets Based on Knowledge Graph

Under the research background of this paper, the mobile application characteristic
information mainly includes application type, release area, application rating, application
function classification, application introduction, application update information, etc. The
description of the content of each mobile application characteristic information is mainly
shown in the following Table 1.
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Table 1. Mobile application characteristic information description table.

Information Item Information Item Description

Application Type

Word, including 16 categories: games, practical tools, audiovisual,
chat and social networking, book reading, learning and education,

efficient office, fashion shopping, home life, travel and
transportation, photography and videography, medical and

health, sports, news and information, entertainment, financial
management.

Release Area Word, currently includes five release regions: China, India,
Indonesia, Russia, Spain.

Application Rating Number, reflect the comprehensive evaluation of this application
by all users.

Application Function
Classification

Words, classification items that conform to the main functions of
the application. If the application conforms to multiple

classifications, there may be multiple functional classification
information.

Application Introduction

Long sentence description, introducing the application functions
and highlights, through the application introduction can reflect

some of the characteristics of the application, users can
understand the general role of the application through this item.

Application Update
Information

Long sentence description, reflecting the newly added features of
the application.

The above information is all semi-structured information provided by the application
market. From the perspective of the service recommendation system, the information in the
application type, release area, application rating, and application function classification of
the mobile application can be directly used as the feature information of the application after
being crawled, and stored in the feature word set of the application. However, content such
as application introduction and application update information contains a lot of invalid
information, which cannot be directly used as application feature information. Therefore,
natural language processing methods must be used to process this type of information to
convert it into usable application feature information.

This paper uses the Language Technology Platform (LTP) of the Harbin Institute of
Technology (HIT) to process the application introduction and update information. LTP is
an open Chinese natural language processing system developed by Social Computing and
Information Retrieval (SCIR) of HIT which integrates word segmentation, part-of-speech
tagging, named entity recognition, dependency parsing, and other NLP technologies. Word
Segmentation (WS) refers to segmenting Chinese character sequences into word sequences.
Part-of-speech Tagging (POS) is giving each word in a sentence a part-of-speech category,
which includes nouns, verbs, adjectives, or others. Named Entity Recognition (NER) locates
and identifies entities such as people’s names, place names, and organizations in the word
sequence of a sentence. Dependency Syntactic Parsing (DSP) reveals syntactic structure
by analyzing the dependency relationship between sentence components, identifying
the grammatical components such as “subject-predicate-object” and “attribute-adverbial-
complement” in the sentence, and analyzing the relationship between these components.

First, use LTP to segment the input application information, make the complete
sentence segmented into individual words. Then, use the part-of-speech tagging function
to mark each word obtained after word segmentation. Finally, perform named entity
recognition based on the results of part-of-speech tagging, and apply the recognition results
to the subsequent dependency syntax analysis. Through dependency syntax analysis, the
relationship between each word can be expressed, and the relationship between entities can
be extracted, and then a ternary relationship group can be formed. The schematic diagram
of the results obtained after the sentence is processed by LTP is shown in Figure 2.
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In the background of this paper, the application feature information is generally in-
cluded in the subject-verb relationship (SBV), verb-object relationship (VOB), and attribute
relationship (ATT) which are in the application information. Extract these three kinds of
relations in the LTP processing result, and form the ternary relationship. In the process of
relation extraction, anaphora resolution is carried out on the entities that refer ambiguously.
As shown in Figure 2 above, the entity “platform” and the entity “Alipay” are both Alipay,
so the final ternary relationship extracted is (Alipay, is, Open platform) and (Alipay, pro-
vides, Payment function). All the ternary relationships of an application together form the
ternary relationship group of the application.

Taking the application information of application, a∈A in the application service set
A = {a1, a2, . . . , an} as input after the above steps are processed, the ternary relationship
group Ga = (a, rj, tj), j = 1, 2, . . . . can be obtained. In this ternary relationship group, tj
contains the feature words of application a, and the full set of tj is taken as the feature word
set CFa = {CFa1, CFa2, . . . , CFan} of application a.

The importance of the extracted feature information of each application is different,
some features are directly related to the application, and some features are not very relevant
to the application. Therefore, consider using the TF-IDF algorithm to calculate the word
frequency weight of the feature words, and retain the more important feature words as
the extraction result. For application a, a∈A, feature word set CFa, CFa = {CFa1, CFa2 . . . ,
CFan}, the number of times the feature word CFai appears in the content feature text is nai,
and in the content feature text total number of words is Σknak, then the TF value of the
word CFai is shown in the following Equation (2):

TFai =
nai

∑
k

nak
(2)

The total number of documents in the feature text corpus is D, and the number of
documents containing CFai is Dai, then the IDF value of CFai is shown in the following
Equation (3):

IDFai= log(
D

Dai+1
) (3)

In the content feature text of application a, the TF-IDF value of the word CFai is shown
in Equation (4):

TF-IDFai= TFai×IDFai (4)

Perform weight sorting on the calculated TF-IDF values of the feature words, and select
the top ω as the feature word set CFa’ of application a, CFa’ = {CFa1’, CFa2’, . . . , CFaω’}.
ω =

⌈
f
σ

⌉
, where d.e expresses rounded up to an integer, f is the number of features in the

feature set CFa, and σ is the scale factor. Compared with the original CFa, the new feature
word set CFa’ obtained by calculating the TF-IDF value of the feature words reduces some
unnecessary feature words. At the same time, remove these unnecessary feature words
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and their relationships from the ternary relationship group, thereby updating the ternary
relationship group. The updated ternary group is recorded as G’a = (a, r’j, t’j), j = {1, 2, . . . , n}.

However, there is some unstructured or semi-structured information in the mobile
service description information, so there are some features that cannot be extracted during
text feature extraction. Therefore, consider fusing the extracted feature word set CFa’ with
the application features in the general knowledge graph G to supplement the application
features and the knowledge graph.

In the process of project feature fusion and complement knowledge graph, there may
be cases where the extracted application feature information is inconsistent with the node
names in the knowledge graph. That is, the expression of the same word in the application
feature information and the knowledge graph is inconsistent. In order to eliminate this
ambiguity and make effective matching, the updated ternary relationship group G’a is
linked to the entities in the knowledge graph using the DeepType model, taking the entities
in the ternary relationship group G’a and the general knowledge graph G as input. The
DeepType model first generates candidate entities from the general knowledge graph G
according to the entities and relationships in G’a, and then generates matching results
through its entity matching module to complete entity links.

For project a, the final project feature set Fa may have the following two results after
entity linking:

(1) There are entities corresponding to applications in the knowledge graph.

In this case, there is an entity corresponding to application a in the knowledge graph.
Through the entity linking the ternary relationship group, G’a is matched with the entity in
the knowledge graph, and the attribute of applications that does not exist in the knowledge
graph is supplemented. After the link is taken, the attributes of a in the knowledge graph
constitute the EFa set. Take EFa as the feature set of applications, that is Fa = EFa.

(2) There is no entity corresponding to application a in the knowledge graph.

In this case, there is no entity corresponding to application a and no features related to
application a in the knowledge graph, so all the ternary relationship groups G’a of a are
added to the knowledge graph. The feature set Fa of application is CFa’.

Since some new entities and attributes are added to the knowledge graph, to find
the potential directed edges (relationships) in the existing knowledge graph, the TransE
method mentioned in Section 2 above is used to complement the static knowledge graph
relationship. After the knowledge graph is modeled by TransE, the embedded vector of
each entity and the relation can be obtained. By using the computability of the embedded
vector and by calculating the similarity between t-h and relation vector, the potential
implicit relationship between the two entities can be found and the potential relationship
in the knowledge graph can be complemented.

The application feature fusion process based on the knowledge graph described in
this section is shown in Figure 3.

The left column of Figure 3 contains mobile application characteristics information.
The application introduction and update information are generally stored in an unstruc-
tured form, which cannot be directly used as application feature information, so it needs to
convert into feature information by natural language processing. The middle column of
Figure 3 shows how to process application feature information using natural language pro-
cessing methods. First, the input application information is segmented and part-of-speech
tagging is performed, and then named entity recognition is performed according to the
result of the part-of-speech tagging, and the recognition result is applied to the subsequent
dependency syntax analysis. Then, the TF-IDF algorithm is used to calculate the weight
of the feature words, and the more important feature words are reserved as the extraction
result. The right column of Figure 3 shows the fusion process of mobile application features
and knowledge graph. First, the ternary relationship group is entity-linked with the exist-
ing general knowledge graph; then, the relationship is completed on the static knowledge
graph according to the knowledge graph, and the completed knowledge graph is obtained.
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3.2. Computation of Multidimensional Application Similarity
3.2.1. Application Similarity Based on Application Feature Vector

In the previous content, each application is represented in the form of the application
feature set Fa. In the feature set Fa, the feature information of the application is contained.
Now improve the representation form of the application feature. Each feature j in Fa is

transformed into a corresponding word vector
→

Vaj = (Vaj1, Vaj1, . . .) through Word2vec,
and the word vector module of feature j is calculated, as shown in Equation (5):

‖
→
Vaj‖ =

√
Vaj12 + Vaj22 + . . . + Vajn2 (5)

After the above changes, the feature set Fa can be changed into the vector representa-

tion form F′a = (

∣∣∣∣∣∣∣∣ →Va1
∣∣∣∣∣∣∣∣, ∣∣∣∣∣∣∣∣ →Va2

∣∣∣∣∣∣∣∣, . . . ,
∣∣∣∣∣∣∣∣ →Van

∣∣∣∣∣∣∣∣) . Representing all applications as the above

vectors and combining all application vectors into set F = (F’1, F’2, . . . , F’n). By comparing,
the smallest application vector dimension m in F is obtained. Principal component analysis
(PCA) is used to reduce the dimension of vectors in F whose dimension is higher than m,
and the application vector set F’ = (I1, I2, . . . , In) with uniform dimension is obtained.

Using Pearson correlation coefficient to calculate the similarity between applications,
which is shown in Equation (6):

sim f (x, y) =
N∑ Ix · Iy −∑ Ix · Iy√

N∑ Ix2 − (∑ Ix2)
√

N∑ Iy2 −
(
∑ Iy2

) (6)
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3.2.2. Knowledge Graph Entity Similarity

There are large one-to-many, many-to-one, many-to-many, and reflexive relation
triples in the knowledge graph involved in this paper, which is difficult to be solved
by using the TransE method mentioned in Section 2 above. Therefore, in the process of
calculating the similarity of the knowledge graph, this paper adopts the improved model
of the TransE—TransHR [23] model, which can effectively solve the problem of difficult
solutions of multiple relationships between application entities. The principle of TransHR
is shown in Figure 4.

Processes 2022, 10, x FOR PEER REVIEW 9 of 18 
 

 

transformed into a corresponding word vector 
1 1( , ,...)Vaj Vaj Vaj

→

=  through Word2vec, 

and the word vector module of feature j is calculated, as shown in Equation (5): 

22

2

2

1 ... nVajVajVajjaV +++=


  
(5) 

After the above changes, the feature set Fa can be changed into the vector represen-

tation form 
' (|| 1||,|| 2 ||,...,|| ||)aF Va Va Van

→ → →

=
. Representing all applications as the above 

vectors and combining all application vectors into set F = (F’1, F’2, ... , F’n). By comparing, 

the smallest application vector dimension m in F is obtained. Principal component analy-

sis (PCA) is used to reduce the dimension of vectors in F whose dimension is higher than 

m, and the application vector set F’ = (I1, I2, ... , In) with uniform dimension is obtained. 

Using Pearson correlation coefficient to calculate the similarity between applications, 

which is shown in Equation (6): 

( )
( ) ( )2 2 2 2

,
x y x y

f

x x y y

N I I I I
sim x y

N I I N I I

 − 
=

− −

 

   
  (6) 

3.2.2. Knowledge Graph Entity Similarity 

There are large one-to-many, many-to-one, many-to-many, and reflexive relation tri-

ples in the knowledge graph involved in this paper, which is difficult to be solved by using 

the TransE method mentioned in Section 2 above. Therefore, in the process of calculating 

the similarity of the knowledge graph, this paper adopts the improved model of the 

TransE—TransHR [23] model, which can effectively solve the problem of difficult solu-

tions of multiple relationships between application entities. The principle of TransHR is 

shown in Figure 4. 

 

Figure 4. TransHR model. 

The TransHR method differs from TransE in that TransHR embeds relationship vec-

tors into a specific relationship space. Assuming that there are v relations between two 

application entities, ri is used to represent the i-th relation, and then all the relations be-

tween them are stored in a separate matrix space, which is denoted as Mr. Then, the rela-

tion vector of TransHR is shown in Equation (7): 

( )
'

,
1,2,...,，

ii rh t
r rM i v= =   (7) 

 
Through the relation mapping of matrix space, the multiple relations between enti-

ties are expressed in the relation matrix 
ir

M , and then the vector ( , )r h t  is formed by 

Figure 4. TransHR model.

The TransHR method differs from TransE in that TransHR embeds relationship vectors
into a specific relationship space. Assuming that there are v relations between two applica-
tion entities, ri is used to represent the i-th relation, and then all the relations between them
are stored in a separate matrix space, which is denoted as Mr. Then, the relation vector of
TransHR is shown in Equation (7):

r′(h,t) = ri Mri , i = 1, 2, . . . , v (7)

Through the relation mapping of matrix space, the multiple relations between entities
are expressed in the relation matrix Mri , and then the vector r(h, t) is formed by the
mapping, so as to realize the relation link between the head and tail entities. In the TransHR
model, the head-to-tail entity mapping is shown in Equation (8):

h + r(h,t) ≈ t (8)

In addition to representing each application entity, the TransHR method preservers
the multiple relations within it. When calculating similarity in the knowledge graph, the
similarity between applications can be calculated according to the weighting of multiple
relations. Since the TransHR method stores the multiple relationships between application
entities in a separate matrix space Mri , the calculation is more complex, so this paper
replaces the matrix space Mri with the diagonal matrix Ari , aiming to reduce the complexity
of the relational matrix. Thus, the vector mapping should be as shown in Equation (9):

r(h,t) = ri Arr , i = 1, 2, . . . , v (9)

In the research scenario of this paper, the relationships stored in the knowledge graph
are determined according to the types of medical applications, users’ rating after using
medical applications, medical application introduction, etc., of the mobile application
entity. In the knowledge graph, the more the total number of the same relationships
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between two medical application entities, the higher the similarity between the two medical
application entities. For example, Xiaohe Health and Jianke Doctor have more relationships
in the knowledge graph than Xiaohe Health and Chunyu Doctor. Therefore, the similarity
calculation results of Xiaohe Health and Jianke Doctor are relatively large. In the scenario
of this paper, the improved TransHR model is adopted, and the training loss function is
shown in Equation (10):

L = ∑
(h,r,t)∈S

∑
(h′ ,r′ ,t′)∈S

[
γ + d(h + r, t)− d

(
h′ + r′, t′

)]
+ (10)

where (h, r, t) represents a set of triples with the correct relationship, and (h’, r’, t’) represents
a set of triples with the wrong relationship. γ is the maximum distance between positive
and negative samples, which is a constant, and d(.) is the Euclidean distance.

By embedding the mobile application entity into a specific relationship space, the
correctness of the entity-relationship in the triplet can be more clearly expressed. The triples
with the right relationship can make condition h + r ≈ t true, while the wrong relationship
in the wrong triples will make the triples far apart. Multiple relationships between mobile
application entities are stored in the relationship matrix Ari .

When the application entity is embedded into the knowledge graph, the application
entity is represented as a d-dimensional vector. The applied entity Ii is represented by a
vector shown in Equation (11):

Ii = (E1i, E2i, . . . , Edi)
T (11)

where, Epi represents the entity’s corresponding value on the p-th dimension. Then, the
Euclidean distance is used to calculate the distance between the above applied entity
vectors which is shown in Equation (12):

d
(

Ii, Ij
)
=

√√√√ d

∑
k=1

(
Eki − Ekj

)2
(12)

According to the distance between the applied entity vectors, the similarity between
the two applied entities can be obtained. The similarity is shown in Equation (13):

simsg
(

Ii, Ij
)
=

1
1 + d

(
Ii, Ij

) =
1

1 +

√
∑d

k=1

(
Eki − Ekj

)2
(13)

As described above, in practice, the same relationship between two entities stored in
the knowledge graph may have many situations, and the more the relationship between
two entities, the higher the similarity. In the inter-entity relationship, there are two kinds
of direct relationship and indirect relationship. In general, the influence of the direct
relationship is greater than that of the indirect relationship. Therefore, C1(Ii, Ij) is defined
as the number of direct relationships between Ii and Ij in the knowledge graph, and
C2(Ii, Ij) is defined as the number of indirect relationships between Ii and Ij. Then, the
similarity between Ii and Ij after adding weight factors is shown in Equation (14).

simkg
(

Ii, Ij
)
=

1

1 +

√
∑d

k=1

(
Eki − Ekj

)2

[
1
x

C1
(

Ii, Ij
)
+ xC2

(
Ii, Ij

)]
(14)
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We finally randomly selected 20 groups of applications from the mobile app market,
each group consisting of 100 applications, and calculated their entity similarity based on the
knowledge graph entity similarity. Due to space limitation, only the similarity calculation
results of four applications are presented here with three decimal places. The similarity
matrix between the obtained entities is shown in Table 2.

Table 2. Mobile application entity similarity matrix.

Mobile Application WeDoctor Xiaohe Health Chunyu
Doctor

Jianke
Doctor

WeDoctor 0 2.245 1.760 2.311
Xiaohe Health 2.245 0 1.290 2.955

Chunyu Doctor 1.760 1.290 0 1.113
Jianke Doctor 2.311 2.955 1.113 0

3.2.3. Application Similarity Based on User-App Rating Matrix

In the traditional application-based collaborative filtering recommendation algorithm,
there is a nearest neighbor algorithm idea which presumes that users tend to like similar
applications, and then look for its nearest neighbor applications to recommend based on
the applications that users have rated. In the recommendation process, first assume that
there are m users and n applications, where U = (U1, U2, . . . , Um), I = (I1, I2, . . . , In), and
then input an user-app rating matrix Rm×n as a data set. The matrix Rm×n is shown in
Equation (15).

Rm×n =



R11 R12 . . . R1j . . . R1n

R21 R22 . . . R2j . . . R2n

. . . . . . . . . . . .

Ri1 Ri2 . . . Rij . . . Rin

. . . . . . . . . . . .

Rm1 Rm2 . . . Rmj . . . Rmn


(15)

where, Rij is the rating given by user Ui to application Ij, which represents the degree of
user’s preference for the application. The method of cosine similarity calculation is used
to measure the similarity between matrix elements, that is, to calculate the cosine of the
included angle between two vectors. Suppose there are two application rating vectors Ii and
Ij, both of m-dimension, respectively Ii = {S1,i, S2,i, . . . , Sm,i} and Ij =

{
S1,j, S2,j, . . . , Sm,j

}
,

then the cosine similarity between vectors Ii and Ij is shown in Equation (16).

sim′cos(Ii, Ij) = cos(Ii, Ij) =
∑ Su,i · Su,j√

∑ S2
u,i ·

√
∑ S2

u,j

(16)

sim′cos(Ii, Ij) ∈ [0, 1]

In Equation (16), the greater the result value, the greater the similarity between
applications. When the value of simcos(Ii, Ij) is 0, it means that the two applications are
completely dissimilar.

However, in practical applications, it is necessary to consider the difference in users’
scoring preferences. It often happens in the rating of the same type of application. Some
users may give too high or too low scores to the applications with average scores. In order
to solve the problem of different users’ rating criteria, the average rating factor should be
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considered when calculating cosine similarity. The improved cosine similarity is shown in
Equation (17):

simcos(Ii, Ij) =
∑ Ui,j(Su,i − Su) · (Su,j − Su)√

∑ Ui (Su,i − Su)
2 ·
√

∑ Uj(Su,j − Su)
2

(17)

In the Equation (17),
__
Su represents the average rating of the user.

3.3. Hybrid Recommendation Algorithm Based on Multidimensional Similarity Fusion

Combining the application similarity based on application vector, the application
similarity based on knowledge graph and the improved rating similarity, the calculation
method is shown as follows Equation (18):

simm(Ii, Ij) = Wsim f (Ii ,Ij)
sim f (Ii, Ij) + Wsimkg(Ii ,Ij)

simkg(Ii, Ij) + Wsimcos(Ii ,Ij)
simcos(Ii, Ij) (18)

where Wsim f (Ii ,Ij)
, Wsimkg(Ii ,Ij)

, and Wsimcos(Ii ,Ij)
are the weights of their corresponding simi-

larity degrees. Now the three similarity degrees need to be weighted. The entropy weight
method, as an objective weighting method, is widely used in the calculation process of
determining the weights of different indexes at present. Therefore, it is considered to use
the entropy weight method to determine the weights of each similarity. The specific process
of using the entropy weight method to determine weight is shown in Equations (19)–(22):

x′m,simt(Ii ,Ij)
=

∣∣∣∣xm,simt(Ii ,Ij)
−min(xsimt(Ii ,Ij)

)|

max(xsimt(Ii ,Ij)
)−min(xsimt(Ii ,Ij)

)

t ∈ [ f , kg, cos], m ∈ (0, M]

(19)

ym,simt(Ii ,Ij)
=

x′m,simt(Ii ,Ij)

∑M
m=1 x′m,simt(Ii ,Ij)

(20)

esimt(Ii ,Ij)
= −K

M

∑
m=1

ym,simt(Ii ,Ij)
ln ym,simt(Ii ,Ij)

, k =
1

ln M
(21)

W
simt(Ii ,Ij)

=
1− esimt(Ii ,Ij)

∑
simt(Ii ,Ij)

1− e
simt(Ii ,Ij)

(22)

In the above Equation, M is the number of data under index Wsim f (Ii ,Ij)
, Wsimkg(Ii ,Ij)

, and
Wsimcos(Ii ,Ij)

. Taking the mixed similarity calculated by the above method as the weight, the
user’s prediction score for the unrated service is obtained through the weighted calculation.
Assume that pred(u, p) is the prediction score of user u for service p, sim(i, p) is the mixed
similarity between the rated service i and the predicted service p, ru,i is the rating of user u
on the rated service i, and ratdditems is a collection of rated services. The predicted score is
shown in Equation (23).

pred(u, p) =
∑

i∈rateditems
sim(i, p) ∗ ru,i

∑
i∈rateditems

sim(i, p)
(23)

Based on the above algorithm ideas, this paper proposes a hybrid recommendation algo-
rithm fused with knowledge graph (HRA-KG). The algorithm is shown as Algorithm 1 below:
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Algorithm 1 Design of Hybrid Recommendation Algorithm Fused with Knowledge Graph
HRA-KG

Input: target user u, similarity matrix, similarity matrix, similarity matrix, service number num,
service set Serviceset.
Output: The recommended service set Toplistset for the target user u
Begin
1: for I = 1 to num do
2: for j = 1 to num do
3: if si 6= sj then
4: CALCULATE_SIMILARITY(); //Calculate according to Equation (2)
5: end for
6: end for
7: Toplistset← TOP-N(pred(u, s)); //Calculate according to Equation (7)
8: return Toplistset;

4. Experimental Results and Analysis
4.1. The Evaluation Index of the Experiment

In this chapter, precision, recall, and F-measure method were selected as the evaluation
indexes of the experiment. Precision is a kind of representation of how many predicted
positive samples are really positive samples, reflecting the level of recommendation results
of the recommendation algorithm, and the level of correctly recommending the applications
favored by users to users. The calculation of precision is shown in Equation (24):

Precision =
TP

TP + FP
(24)

In the Equation (24), TP refers to the samples that users are interested in and have
done some behavior, and FP refers to the samples that users are interested in but have not
done any behavior.

Recall reflects the proportion of the recommendation results obtained through the
recommendation algorithm in the total number of applications that users really like. The
calculation of recall is shown in Equation (25):

Recall =
TP

TP + FN
(25)

In the Equation (25), FN represents the sample of applications that the user is not
interested in but has acted.

Choose F1-measure as the evaluation index of experimental results. F1-measure is the
weighted harmonic average of precision and recall. The F1-measure considers both the
accuracy rate and recall rate of the algorithm, and the evaluation results are more objective.
The calculation of F-measure is shown in Equation (26).

F1−measure =
2× P× R

P + R
(26)

In the Equation (26), P represents the Precision and R represents the Recall.

4.2. Data Source and Processing

The experimental data in this paper come from the Xiaomi Mobile App Store, and
the experimental data we used are a subset of the mobile application service and user
information data of the website. In terms of the choice of the knowledge graph, this paper
selects OwnThink, which integrates over 25 million entities and hundreds of millions of
relationships. The data formats in the knowledge graph mainly include the following two
forms: (entity, relationship, entity) and (entity, attribute, value).
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Through knowledge graph extraction, 20 groups of randomly selected mobile applica-
tion knowledge base, including mobile application name, developer and type, etc., were
finally obtained. Each group included 100 mobile application services, of which 70% were
training set and 30% were test set.

4.3. Experimental Results and Analysis

Experimental 1: Determine the value of x by comparing the precision and recall
under different undetermined coefficients x. When considering the two influencing factors
of the direct and indirect relationship between the two entities in the knowledge graph
existing in the actual situation, the two factors are integrated and use the undetermined
coefficient x as the weight factor of the two influencing factors. The value of x is within
the range of 0 to 1. With the change of the value of x, the values of precision and recall
in this experiment will also change accordingly. The experimental results obtained are
shown in Figures 5 and 6.

Processes 2022, 10, x FOR PEER REVIEW 15 of 18 
 

 

 

Figure 5. Precision under different values of x. 

 

Figure 6. Recall under different values of x. 

As shown in Figure 5, both the precision and recall rate increase with the increase of 

the undetermined coefficient and reach a maximum. Then they decrease with the increase 

of x. Among them, when x is 0, the corresponding experimental results show that its pre-

cision and recall are the lowest values. The higher the precision and recall, the better the 

recommendation effect. As shown in Figure 6, when the x is less than 0.6, the precision 

and recall gradually increase as x increases; when the x is greater than 0.6, the precision 

and recall gradually decrease as x increases; the highest precision and recall occurs when 

the x is 0.6. The experimental results show that when the value of x is 0.6, the recommen-

dation result is the most accurate. In this scenario, the direct relationship between the two 

entities in the knowledge graph is more influential than the indirect relationship. 

Experiment 2: The proposed algorithm is compared with the collaborative filtering 

algorithm and HRACFE. In order to verify the effectiveness of the recommendation algo-

rithm proposed in this paper, the recommendation effect of the proposed algorithm is 

compared with that of collaborative filtering recommendation algorithm (CF) [1] and the 

Hybrid Recommendation Algorithm base of Content Feature Extraction (HRACFE) pro-

posed by reference [24]. The experimental results obtained are shown in Figures 7 and 8. 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.14

0.16

0.18

0.20

0.22

0.24

0.26

P
re

c
is

io
n

 (
%

)

The value of x

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.08

0.10

0.12

0.14

0.16

R
e
c
a
ll

 (
%

)

The value of x

Figure 5. Precision under different values of x.

Processes 2022, 10, x FOR PEER REVIEW 15 of 18 
 

 

 

Figure 5. Precision under different values of x. 

 

Figure 6. Recall under different values of x. 

As shown in Figure 5, both the precision and recall rate increase with the increase of 

the undetermined coefficient and reach a maximum. Then they decrease with the increase 

of x. Among them, when x is 0, the corresponding experimental results show that its pre-

cision and recall are the lowest values. The higher the precision and recall, the better the 

recommendation effect. As shown in Figure 6, when the x is less than 0.6, the precision 

and recall gradually increase as x increases; when the x is greater than 0.6, the precision 

and recall gradually decrease as x increases; the highest precision and recall occurs when 

the x is 0.6. The experimental results show that when the value of x is 0.6, the recommen-

dation result is the most accurate. In this scenario, the direct relationship between the two 

entities in the knowledge graph is more influential than the indirect relationship. 

Experiment 2: The proposed algorithm is compared with the collaborative filtering 

algorithm and HRACFE. In order to verify the effectiveness of the recommendation algo-

rithm proposed in this paper, the recommendation effect of the proposed algorithm is 

compared with that of collaborative filtering recommendation algorithm (CF) [1] and the 

Hybrid Recommendation Algorithm base of Content Feature Extraction (HRACFE) pro-

posed by reference [24]. The experimental results obtained are shown in Figures 7 and 8. 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.14

0.16

0.18

0.20

0.22

0.24

0.26

P
re

c
is

io
n

 (
%

)

The value of x

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.08

0.10

0.12

0.14

0.16

R
e
c
a
ll

 (
%

)

The value of x

Figure 6. Recall under different values of x.

As shown in Figure 5, both the precision and recall rate increase with the increase of
the undetermined coefficient and reach a maximum. Then they decrease with the increase
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of x. Among them, when x is 0, the corresponding experimental results show that its
precision and recall are the lowest values. The higher the precision and recall, the better the
recommendation effect. As shown in Figure 6, when the x is less than 0.6, the precision and
recall gradually increase as x increases; when the x is greater than 0.6, the precision and
recall gradually decrease as x increases; the highest precision and recall occurs when the x
is 0.6. The experimental results show that when the value of x is 0.6, the recommendation
result is the most accurate. In this scenario, the direct relationship between the two entities
in the knowledge graph is more influential than the indirect relationship.

Experiment 2: The proposed algorithm is compared with the collaborative filtering
algorithm and HRACFE. In order to verify the effectiveness of the recommendation al-
gorithm proposed in this paper, the recommendation effect of the proposed algorithm
is compared with that of collaborative filtering recommendation algorithm (CF) [1] and
the Hybrid Recommendation Algorithm base of Content Feature Extraction (HRACFE)
proposed by reference [24]. The experimental results obtained are shown in Figures 7 and 8.
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Figure 7. Precision comparison of different recommendation methods.
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It can be seen from the experimental results in the Figure 7, as the number of recom-
mendation service increases from 5 to 30, the precision and F-measure value continue to
decrease. When the number of recommendation service is 5, the precision and F-measure
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value of the three methods are the highest. Subsequently, with the continuous increase of
the number of recommendation services, the precision and F-measure value of the recom-
mendation results of the three recommendation methods all show a downward trend. All
things considered, the precision and F-measure value of the recommendation method of the
fusion knowledge graph proposed in this paper are higher than the other two methods, and
the advantage of our method is obvious when the number of recommendations services
is less than 25. It shows that our method achieves the completion of the characteristics
of mobile applications and effectively improves the precision of the recommendation re-
sults through the fusion knowledge graph. Moreover, our method alleviates the item
cold-start problem.

5. Results

In this paper, we introduce the open knowledge graph into the field of medical mobile
application recommendation. Through establishing the semantic link relationship between
the mobile application and the knowledge graph entity, we not only enhance the single
application semantics feature, but also enhance the semantics relationship among multiple
application entities, then improve the semantic representation ability of the mobile applica-
tion feature set as a whole, on this basis, we designed and implemented a medical service
hybrid recommendation method incorporating the open knowledge graph. In this paper,
we use LTP to extract the semantic feature set of mobile applications in the application
market. Through the introduction of the OwnThink knowledge graph, we enhance the
semantics of the application feature set and use the entropy method to organically integrate
the calculation results of multi-dimensional semantic similarity, such as feature vector
similarity, and entity relationship similarity, and user rating similarity. Under the help of
our proposed recommendation algorithm, users can obtain their expected medical mobile
applications conveniently and efficiently, then through these medical applications and their
supporting medical diagnostic equipment, users can access to the satisfying continuous
health monitoring and medical diagnostic services. Because we establish semantic links
between mobile applications and knowledge graph entities. On the one hand, our method
finds more similar relations between mobile applications in the completed knowledge
graph through the TransHR model, which alleviates the cold start problem. On the other
hand, we can obtain better feature vector similarity by the application feature set after se-
mantic addition. We integrate multi-dimensional application similarity by entropy weight
method, which improves the accuracy and effectiveness of recommendation results.

On the one hand, our method can help users to obtain satisfactory medical mobile
applications conveniently and efficiently. On the other hand, it also makes developers pay
more attention to the reasonable description and effective promotion of medical services
when designing, developing, testing, deploying, and operating medical services and med-
ical applications. Through the full and clear description of the function, type, and other
characteristic information, these medical services, and supporting medical applications can
be better found and recommended to the target users, so as to get higher downloads and
attention. In the follow-up, we will conduct more in-depth research on the construction
and promotion of knowledge graphs in the medical field to recommend better medical
applications and provide better medical services for users
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