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Abstract: Hydrocracking is an energy-intensive process, and its control system aims at stable product
specifications. When the main product is diesel, the quality measure is usually 95% of the true boiling
point. Constant diesel quality is hard to achieve when the feed characteristics vary and feedback
control has a long response time. This work suggests a feedforward model predictive control structure
for an industrial hydrocracker. A state-space model, an autoregressive exogenous model, a support
vector machine regression model, and a deep neural network model are tested in this structure.
The resulting reactor temperature decisions and final diesel product quality values are compared
against each other and against the actual measurements. The results show the importance of the feed
character measurements. Significant improvements are shown in terms of product quality as well as
energy savings through decreasing the heat duty of the preheating furnace.

Keywords: hydrocracking; model predictive control; feedforward control; deep neural network

1. Introduction

Oil refineries attract research attention from different fronts. Solutions to refinery-
wide problems, such as supply chain planning [1], production planning [2] and heat
integration [3], or single unit studies for atmospheric distillation [4], and fluid catalytic
cracking [5] can be found in the literature.

A hydrocracker is an essential part of modern refineries that produces light fuels from
heavy crudes. These systems have a higher yield of middle distillates than fluid catalytic
crackers [6]. Additionally, hydrocracking finds its place also in biorefineries to crack Fischer–
Tropsch liquids [7]. In both refineries, the feed varies in terms of content concentration
depending on its source, which creates a challenge to stabilize the product quality.

Due to the unknown feed and reactions that occur in hydrocracking reactors, physics-
based modeling is challenging, and it is often supported by data-driven models. Physics-
based models include more information about the process. However, they are challenging
to set up and usually require more computational power and hence a more extended
evaluation time. Therefore, data-driven models are often employed in control architectures.
These models are usually derived by giving a step input to the system and measuring the
output, which results in a limited operational range and unknown disturbance distortion.
Using labeled data to develop models is the alternative to the step test approach. A variety
of data-driven models have been tested for this process, such as product yield prediction
by artificial neural networks (ANN) [8], and convolutional neural networks (CNN) [9] are
also trained for similar purposes. Other efforts include reinforcement learning [10], fuzzy
theory [11], and deep belief networks [12] for optimization and quality prediction.

Although different models and settings are studied in the literature, feedforward
control is not tested for this application. Since the quality or the true boiling point (TBP)
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curve is mostly unknown for the inlet stream, feedforward information is not consid-
ered available for process optimization. Time-consuming reference methods hinder the
progress. However, fast characterization methods are studied in the literature. Near-
infrared (NIR) [13], mid-infrared (MIR) [14], Raman [15], and nuclear magnetic resonance
(NMR) spectroscopy [16] have been tested for oil characterization with successful results.
In our previous review article, the integrated use of models and soft sensors for optimiza-
tion and control was discussed, and the examined literature showed that a continuous
feedforward control system is achievable [17]. Therefore, the research question explored
in this work is: Which data-driven models are suitable for feedforward model predictive
control to ensure stable hydrocracker product quality, and what energy savings can be
achieved with this control setup?

The models used for control should be able to predict the product quality using the
feed quality to demonstrate the effect of feed characterization. Additionally, the reactor
temperatures and the flow rates notably affect the product quality. The diesel quality
indicator is usually T95, which is the temperature measured when 95% volume of the
sample is distilled. A few TBP curve points are given in Figure 1. T95 is a bulk property
determined by the fuel’s composition, and it is adjusted mainly by the reactor temperature,
which directly affects cracking. Downstream of the reactors comes a series of distillation
columns, which might be used to adjust T95. However, this option heavily affects the yield
of the diesel product. Reactor temperatures serve better as manipulated variables than
column temperatures for quality control.

Figure 1. A representative true boiling point curve with T20, T50, T80, and T95 marks, and the
location of diesel in crude oil fractions.

Using a single quality indicator for diesel (T95) is enough as an output since the
products are already fractionated, hence limited in their carbon number. Diesel fuel usually
contains hydrocarbons in a range of 10–25 carbon species [18]. Unlike the single-point
product quality indicator, the feed quality is represented using more points on the feed
TBP curve for better control decisions as the feed has a greater carbon number range.
The location of diesel on the TBP curve of the feed is shown in Figure 1.

While the optimization and control studies on hydrocracking cover the usefulness
of different models, the effect of feedforward information needs to be reported. Four
data-driven models are trained and tested in a feedforward control architecture for this
study. The models use the feed TBP curve, flow rates, and reactor temperatures to predict
the diesel T95. Including the feed TBP curve allows the system to behave according to the
feed stream’s changing quality and achieve better quality control. The selected models are

• A first-order state-space model;
• An autoregressive exogenous (ARX) model;
• A support vector machine (SVM) regression model;
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• A deep neural network (DNN) model.

These models have higher maintainability and predictability than their complex al-
ternatives. These aspects make them good candidates to be used in an industrial setting.
In addition to the capability of these models, their suitability for feedforward control is
shown. The importance of feed characterization is demonstrated in terms of product quality
and direct heat duty savings. Furthermore, indirect savings originating from the catalyst
are discussed.

2. Materials and Methods

Data is collected from an industrial hydrocracker over a year. The hydrocracker unit
has two reactors for cracking and distillation columns to separate the product fractions.
The flowchart of the unit and its existing control structure are given in Figure 2. Locations of
the lab measurements (LM) and the process measurements (PM) are marked on the figure.
The planning department decides the feed flow rate (F) based on supply and demand.
Reactor temperatures (T1 and T2) are adjusted with a feedback control system that has
significant delays. The lab measurements include the TBP curve of the feed, diesel product,
and naphtha streams. Of these products, diesel is the only one that is not further processed
or blended. Therefore, the T95 of diesel is directly dependent on the temperature of this
process and the feed characteristics.

Figure 2. Hydrocracker unit flowchart with measurement locations and signals.

Four data-driven models are trained to predict the diesel quality indicator, T95, the
given reactor temperatures, and the feed TBP curve, which includes the initial boiling point,
T5, T10, T30, T50, T70, T90, T95, and the final boiling point. For all four models, the same
data set is used. The training data comprises 120 points and is collected over 3 months
to limit the effect of catalyst degradation. The selected data is normalized and randomly
assigned for training (80%) and validation (20%).

A continuous time-invariant state-space model structure is given in Equations (1) and (2),
where x is the state, y is the output, and u is the input, and A, B, and C are their relevant
matrices.

ẋ(t) = Ax(t) + Bu(t) (1)

y(t) = Cx(t) (2)

The general ARX structure is given in Equation (3), where A and B are polynomials of
defined orders, u is the input, y is the output, n is the delay, and v is the error term. For this
study, A and B are selected as fourth-order polynomials.

A(q)y(t) = B(q)u(t − n) + v(t) (3)
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While SVM is initially used for classification problems, SVM regression models are
introduced by Vapnik [19] and have proven to be effective with high dimensionality and
small data sets. The model is given in Equation (4) where y is the output, x is the input
vector, w is the weight vector, M is the mapping function, and b is the bias vector.

yi = wT M(x) + b (4)

DNN models are usually trained with big data and perform quite well. However,
the literature includes models trained with small data sets for some applications due
to data collection challenges. Material science [20], medical imaging [21], and speech–
text conversion [22] studies show promising results. In the case of hydrocracking, TBP
characterization limits the data collection due to the time it takes. With the reference
method ASTM D86 [23], single sample analysis takes 30 min; therefore, lab measurements
(LM in Figure 2) are usually limited.

The DNN structure has three fully connected hidden layers. These layers have ReLU
activation functions, and the output layer is a regression layer. Adam optimizer is used for
DNN training, with a maximum of 4000 epochs and a 0.013 initial learning rate. The number
of nodes in all hidden layers is decided by checking all possible combinations in the 1–
30 range for each layer; therefore, 27,000 networks are compared. DNN representation is
given in Figure 3.

Figure 3. DNN model structure with three fully connected hidden layers.

A physics-based model is used to validate the control approach. A dynamic continuous
lumping structure is preferred to simulate the response, and the model equations can be
found in the literature [24]. The model suggests a continuous compound distribution on the
TBP curve to describe all species included in the system. A probability distribution function
shows the cracking of bigger molecules into smaller ones. Mass and energy balances are
integrodifferential equations due to continuity. Initialization of the compound distribution
is performed by solving it as a constrained optimization problem [25]. This optimization
problem is solved using sequential quadratic programming.

Since the physics-based model does not include the distillation columns’ information,
the boiling point range for diesel is selected as 150 to 370 ◦C. The compound distribution of
the relevant region is used to calculate the diesel T95 with the suggested control inputs.

Model predictive control (MPC) calculates the optimal values for manipulated vari-
ables for a selected control horizon using feedforward or feedback information, a model to
predict the future behavior of the plant, and an optimization algorithm. Then, the first set
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of estimated values is used for the first control interval before the control horizon recedes
one step for the subsequent optimization. In this case, both feedforward and feedback
information is used. The sampling time and control horizon are selected according to the
system dynamics (changes in feed characteristics and delays).

The overall system structure is given in Figure 4. By using the input variables of
feed flow rate, TBP curve points, and diesel T95, the optimal reactor temperatures (T1
and T2) are calculated. These values are then fed to the physics-based model to obtain
the next diesel T95. The structure is the same for all four models, and it is tested with
independent test data of 200 points. Considering the measurement sensitivity, random
noise is introduced on all (input and controlled) variables of a range of ±1%.

Figure 4. FFMPC structure with a data-driven model for optimization and a physics-based model to
simulate the plant response.

min
T1,T2

(
5

∑
t=1

(
wsp(T95diesel − TSP)2 + wR(T1 − T2)

2 + wIV((T1,t − T1,t−1)
2 + (T2,t − T2,t−1)

2)
))

(5)

The cost function used comprises three parts: setpoint tracking, penalization of tem-
perature variation, and penalization of temperature difference between the reactors, as seen
in Equation (5). A heavier importance factor is given to the setpoint from these three
parts. Penalization of variation is included as the catalysts of these reactors usually do not
cope well with fluctuating temperatures. Finally, the temperature difference between the
two reactors is penalized for having an equal catalyst aging.

3. Results and Discussion
3.1. Data-Driven Model Training and Validation

Although the system is highly nonlinear, a linear state-space model is trained for its
simplicity and broad use in control applications. As expected, the accuracy of the model is
not high; the root mean square error (RMSE) is 1.26 for the validation and 2.34 for the test
data. The model predictions for training, validation, and test data sets are given against the
lab measurements in Figure 5a.

A fourth-order ARX model is trained using the same training and validation data set.
This model has a higher accuracy. The validation RMSE is 1.24 for the validation and 1.54
for the test data. ARX predictions are given in Figure 5b against the lab measurements.

An SVM regression model is trained using a linear Kernel function. The validation
RMSE of this model is 0.73, and the test RMSE is 1.85. SVM predictions for the training,
validation, and test set are given in Figure 5c against the lab measurements.

Finally, a DNN with three hidden layers is trained using the same data. Although often
included in DNNs, drop-out and filter layers are not employed in this case due to limited
available data. In total, 27,000 networks are built and compared against each other. The final
network used in the rest of the study has 15–25–15 nodes in its 3 layers. The validation
RMSE of the selected DNN is 0.61, and the test RMSE is 1.58. The training, validation,
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and test target values (measured data) are given against the prediction in Figure 5d. While
the low validation RMSE indicates a good DNN model, the much higher test RMSE shows
an overfitting issue, which can also be observed in Figure 5d.

(a) (b)

(c) (d)

Figure 5. Data-driven model training and validation points against measurements. (a) State space
model predictions compared against the measurements. (b) ARX model predictions compared against
the measurements. (c) SVM regression model predictions compared against the measurements.
(d) DNN model predictions compared against the measurements.

3.2. Simulator Response

Independent control inputs are fed to the physics-based models for varying feed char-
acter, and the lab measurements are plotted against their response in Figure 6. The model
gives a close enough value to the lab measurements to simulate the plant’s response to the
calculated control inputs.

As stated above, the T95 of the diesel product is dependent on the reactor and distil-
lation column temperatures. It is usually controlled by using only reactor temperatures.
As cracking progresses, heavy hydrocarbons are cracked into smaller ones. There is no
single reaction, as cracking can randomly happen anywhere on the carbon-carbon bounds.
Some of these reactions occur more easily than others, e.g., decane cracking favors C4, C5,
and C6 formation, rather than C1 and C9. However, the latter reaction does still occur [26].
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Figure 6. Physics-based model predictions against the lab measurements for independent
control inputs.

Additionally, branched and cyclic molecules have different cracking reactions due to
their molecular stability. The overall T95 decreases through the catalyst bed since cracking
is not an equilibrium reaction. On the other hand, the fractional T95 values (diesel and
two naphtha streams for this case) might decrease or increase depending on the conditions.
If cracking contributes to the heavier side more than the lighter side of one fraction or
retracts the lighter side faster than the heavier side, T95 would increase.

The diesel T95 results of the physics-based model differ from those of the overall T95.
A higher temperature for the same feed decreases the T95 faster than a lower temperature,
as in Figure 7a. However, diesel T95 does not show the same response as the overall T95
value, given in Figure 7b. The temperature and pressure of the reactors are significant
parameters, but the character of the feed is equally important to explain this behavior.
A detailed reaction network analysis that includes the various cracking reactions of every
single molecule would give deeper insights based on the feed content. Only very detailed
structure-oriented lumping models [27], or single event microkinetic models [28] can
provide a full-scale reaction prediction, and the validation is only possible via sampling at
different levels of the reactor. In this study, the continuous lumping physics-based model
used to obtain the diesel T95 response curve gives an approximation, which is sufficient for
testing the proposed control approach. This is due to the included probabilistic equation for
the cracking product, considering that every lump could be cracked into anything smaller.

(a)

Figure 7. Cont.
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(b)

Figure 7. Difference between overall T95 and diesel T95 behavior through the reactors. (a) Decreasing
overall T95 through the catalyst bed depending on the operating temperature. (b) T95 trajectory of
the diesel fraction through the reactors.

3.3. Control Response

The cost function’s weight parameters used for the feedforward model predictive
control (FFMPC) decision calculation are given in Table 1. The optimal weights might differ
for each model. However, for a fair comparison, the weights are kept equal for every case
in this study.

Table 1. Weights and control parameters used to obtain the FFMPC response.

Parameter Value

wSP 6
wR 1
wIV 3

Sampling time 3
Control horizon 15

The actual diesel T95 measurements of the independent test data set are given in
Figure 8a, with the desired value and tolerance interval lines. A value over the higher
tolerance line is described as “off-spec” and a value below the lower bound is described
as “giveaway”. These terms are used by Ref. [29] for hydrodesulfurization products and
can be used for hydrocracking. While the off-spec product is of low quality, the giveaway
product is of higher quality than necessary. To avoid off-spec production, the expert based
control operates below the giveaway line. The product is cracked further, and the reactor
temperatures are kept higher than necessary. The mean and variance of the given measure-
ments are −4.55 and 2.60, respectively. The reactor temperatures are given in Figure 8b.
The mean and variance values are 3.03 and 2.54 for the first reactor inlet temperature.
The mean and variance of the second reactor’s inlet temperature are calculated as 6.19 and
3.59, respectively. The product quality measurements, reactor inlet temperatures, and their
statistical information are used to assess the FFMPC improvements using four models.
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(a)

(b)

Figure 8. Real plant measurements of the independent test data. (a) Diesel T95 lab measurements.
(b) Reactor temperatures.

Using data-driven models and feedforward information, optimal control decisions
are calculated and applied to the physics-based model for T95 estimation. The state-space
model is the worst performing data-driven model of all four. When given the feedforward
information, diesel T95 increases considerably compared to the existing industrial control
approach. The predictions are given in Figure 9a. The mean value moves to −0.19, and the
variance is 10.51 for this scenario. The reactor temperatures to reach this response are
given in Figure 9b. The mean and variance values are −3.21 and 4.74 for the first reactor
temperature control decisions. The second reactor’s inlet temperatures have a lower mean
value of −6.73 and a higher variance of 6.50. These statistics show an improvement in their
mean values. Lower mean temperatures show lower heat duty and also explain the higher
diesel T95, indicating less cracking. However, all the variance values are higher than the
manual feedback control. The model requires further tuning to eliminate the scattering
control decisions with a higher weight of input variation.

(a)

Figure 9. Cont.
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(b)

Figure 9. Diesel quality and reactor temperatures estimated with the state space model. (a) Diesel
T95 estimations. (b) Suggested reactor temperatures.

The SVM regression model achieves a relatively stable product quality with a −0.62
mean and 1.02 variance. The diesel quality indicator results are given in Figure 10a.
The mean and variance of the first reactor’s inlet temperature are calculated as 4.55 and
5.91, respectively. For the second reactor inlet temperature, these values are 4.18 and 9.66.
Unlike the state space model results, the reactor temperature oscillation is smoother. While
it keeps the product quality in the desired range, this model does not save energy due to
increasing the mean reactor inlet temperature.

(a)

(b)

Figure 10. Diesel quality and reactor temperatures estimated with the SVM regression model.
(a) Diesel T95 estimations. (b) Suggested reactor temperatures.

The ARX model in the control loop results in much better diesel quality, as given
in Figure 11a. The mean T95 is −0.06 with a variance of 1.59 for this case. The reactor
temperatures in this scenario are given in Figure 11b. The mean and variance values are
−3.36, 0.50 for the first reactor’s inlet temperature and −2.07, 3.20 for the second reactor’s
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inlet temperature. The mean T95 is closer to the set point, and the mean temperatures are
lower than those for the reference approach. Additionally, the variances are lower than
those of the measured values, the state space model results, and the SVM regression results,
which is due to better model accuracy.

(a)

(b)

Figure 11. Diesel quality and reactor temperatures estimated with the ARX model. (a) Diesel T95
estimations. (b) Suggested reactor temperatures.

The last model tested in the same system is the DNN, and its resulting diesel T95 is
given in Figure 12a. The mean and variance of these results are −0.31 and 2.66, respectively.
While the mean is quite close to zero, it is not better than the ARX. The variance is similar
to that of the existing system, which is higher than the ARX. The control inputs are given
in Figure 12b, and the statistics show mean and variance values of 1.29 and 5.79 for the
first reactor’s inlet temperature, as well as 0.33 and 6.88 for the second reactor’s inlet
temperature. These still show lower heat duty than the actual system. The oscillations are
not as high as the state space results but not as good as the ARX results.

(a)

Figure 12. Cont.
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(b)

Figure 12. Diesel quality and reactor temperatures estimated with the DNN model. (a) Diesel T95
estimations when the DNN model is used in the control structure. (b) Suggested reactor temperatures
for the DNN model.

Considering all the statistical information collected in Table 2, the ARX model shows
the best FFMPC performance, which is consistent with its accuracy. DNN results suffer from
overfitting, which is an expected risk for a small data set. An additional contributor might
be the lack of exploration in the control space. A complete space exploration is unlikely
when modeling a commercial system due to the high flow rate and the possibly costly
losses. A data-driven model developed under these conditions will always have some
shortcomings. The overfitting issues of the DNN model can be solved by enlarging the
data set since increasing the model accuracy results in improved control quality. The neural
network structures give certain flexibility to the model, and for a highly nonlinear system
such as hydrocracking, this might improve the data fitting capabilities. Nonetheless, these
models have still proven to be useful. While evaluating a physics-based model takes around
90 s, data-driven alternatives take no longer than a second. For the iterative optimization
requirement of the MPC, a detailed and accurate physics-based model might not be feasible
in the short term.

Table 2. Statistical information of the FFMPC results.

SS Model ARX Model SVMR Model DNN Model

T1 mean −3.21 −3.36 4.18 1.29
T1 variance 4.74 0.50 9.66 5.79

T2 mean −6.73 −2.07 4.55 0.33
T2 variance 6.50 3.20 5.91 6.88

Diesel T95 mean −0.19 −0.06 0.62 −0.31
Diesel T95
variance 10.51 1.59 1.02 2.66

Additionally, the improvement of product quality with all four models proves the
importance of measuring the feed characteristics for this process. Even with the lowest
accuracy linear model, the T95 is usually within the range. This range keeps the energy
loss as low as possible. Part of the economic benefit of production in the tolerance interval
is to prevent off-spec and giveaway product. The off-spec production cost can be attributed
to energy and catalyst life through reprocessing. If the product is not marketable, it either
requires reprocessing or blending with a high-quality product. Both these options add to
the production cost. The giveaway product has higher quality than needed; in this case,
it is lighter diesel. In the range of diesel, this product would be sold for a lower profit
than naphtha streams, requiring deeper cracking and higher temperatures, which shortens
the catalyst life and increases the energy consumption. Therefore, FFMPC shows energy
savings and extended catalyst life. The current system uses a discrete feedback supervisory
MPC for PID controllers, and the lack of feed character information is compensated for
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by the operator experience. After a feed change, the first reactor temperature response is
observed to decide if the feed is heavy or light. The feedback information is supplied by
the lab once every shift; hence,the control system is discrete.

Hydrocracking requires elevated temperatures around 30–450 ◦C. A preheating fur-
nace is used to heat the feedstock from 60 ◦C to the process temperature that is decided by
the expert or the control system. Approximately 80% of the energy input of a hydrocracker
is the furnace fuel [30]. Therefore, the lower temperatures suggested by the FFMPC lower
the heat load and save energy. Energy savings are calculated for each model using the
difference between the actual heat duty and the required energy to reach the temperatures
suggested by the FFMPC.

FFMPC using the state-space model saves 16.4% energy, which is 6.2% for the ARX
and 1.4% for the DNN model. The SVM regression model does not help lower the heat
duty. These values only show the lowest T1 suggested for the state-space model. However,
because the product quality only sometimes stays within the desired range, these tempera-
tures would cause other losses due to off-spec products. This energy would be a pure gain
for the ARX and the DNN model solutions since the T95 is always in the range.

To realize the FFMPC, online feed and product characterization is necessary. NIR
spectroscopy is a way to carry out fast TBP curve determination; it is therefore included
in Figure 13. Regardless of whether NIR, NMR, or Raman spectroscopy is selected for the
task, the signal flow suggested in Figure 13 would keep the product quality stable within
the desired range as shown in this work, in addition to saving energy and extending the
catalyst life.

Figure 13. Hydrocracker flowchart with altered signals to realize FFMPC.

4. Conclusions

In this study, four data-driven models were derived and tested in an FFMPC structure
for an industrial hydrocracker. Regarding data fitting capability, the ARX model is better
than the state-space, SVM regression, and DNN alternatives. Aligned with its lower RMSE
value, the ARX model performs the best in the FFMPC. In addition to keeping the quality
indicator in the desired range, it lowers the reactor temperature. By decreasing the heat
load, the suggested FFMPC structure using the ARX model saves 6.2% of the energy re-
quired for the preheating furnace. The influence of expected savings can be appreciated
considering that the furnace is the highest energy consuming equipment in this process.
The temperature difference between the reactors is sufficiently low to ensure equal catalyst
aging, and the lower temperatures delay degradation. The currently used expert based
systems disregard the feed quality, causing product giveaway and operation at high temper-
atures. This work proves the importance of hydrocracker feed characterization and its use
in control systems by demonstrating it with an FFMPC. The suggested structure achieves



Processes 2022, 10, 2583 14 of 15

better product quality, lower furnace heat duty, and longer catalyst life. It is shown that
FFMPC can ensure a lower energy-footprint hydrocracking process. Considering the petro-
and bio-refineries’ total production capacity and their need for hydrocracking, this work
presents the feasibility of FFMPC implementation in an industrial setup. Further work can
focus on fine tuning the weight factors of the objective function for each model separately
to reach their individual best performances and assess the further loss reduction potential.
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