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Abstract: In this paper, the insurance reserve period will be classified according to the claim frequency
domain, such as high- or low-frequency periods. We use the clustering method to create and group
claims data according to their frequency period. Meanwhile, we use a risk process to mimic and
predict the movement of the reserve from time to time in each group of claim period that is formed.
The risk process model used here is the Hawkes process, which is a one-dimensional simple point
process and a special type of self-exciting process. Based on this process, we will estimate the reserve
at a certain date in the future and the average historical reserve for each group period.

Keywords: cluster analysis; risk process; Hawkes process; insurance reserve process

1. Introduction

In non-life insurance, a huge amount of personal experience exists with some extremely
big hazards. A multi-billion-dollar manufacturing company might, for instance, take out
workers’ compensation, commercial liability, and property damage insurance for its several
plants. An insurer may be able to determine the appropriate reserve for these risks using
the risk’s unique experience.

However, it is not prudent to establish reserves only using the historical behavior of
the risk for the entire claim period and ignoring the pattern of claims frequency that may
occur within the claim periods. In these situations, it is necessary to analyze risks using
classification of risk process according to the claim frequency domain, which involves
grouping risks with comparable loss potential and imposing new various manual rates to
accommodate for variations in loss potential within the groupings.

Moreover, we can use risk theory to model random processes that will explain
the occurrence of claims. The traditional Cramer-Lundberg risk model, developed by
Lundberg (1903), has undergone several studies in recent years. Lefevre and Picard (2006)
for instance, developed a risk model in which the successive claim amounts are indepen-
dent and non-identically distributed while Romaniuk (2019) described the application of
fuzzy sets to the risk process, especially fuzzy numbers to model the possible penalties
which are related to the ruin event. Many studies, including Raducan et al. (2015), describe
a risk process with claim costs modeled by Erlang or a mixture of exponential distributions
and examine the calculation of ruin probability with independent and non-homogeneously
distributed claim costs.

The application of self-exciting Hawkes processes in risk theory, which was first in-
troduced by Hawkes (1971), is also covered in several works. Due of their capacity to
reflect endogenously generated clustering, these processes have attracted attention. This
method is used by Swishchuk et al. (2021) because it enables the use of practical diffusion
approximation results from the risk model with claims arrivals based on a general com-
pound Hawkes process using real empirical data, allowing for the realistic representation
of claim costs.
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Furthermore, Jeong and Zou (2022) proposed a dynamic credibility model for claim
count that extends the benchmark Poisson generalized linear models (GLM) by incorporat-
ing self-excitation and exponential decay features from Hawkes processes. Bessy-Roland
et al. (2021) proposed a multivariate Hawkes framework for modeling and predicting
cyber-attacks frequency. They demonstrated the ability of Hawkes models to capture
self-excitation and interactions of data-breaches depending on their type and targets.

In this paper, we provide a novel approach for concurrently categorizing and estimat-
ing insurance reserves using the Hawkes process. In this approach, we first categorize
the data in accordance with the frequency of claims and then use the Hawkes process
risk model for each newly formed group to estimate its reserve. This method has the
advantage of allowing us to classify claim data by the risk category involved while also
estimating reserves. In addition, there are two phenomena that are common to reserves
over time. First, past claims tend to increase reserves, and second, recent claims have a
greater impact on reserves than outdated claims. These phenomena are very suitable to
be modeled with the Hawkes process which has two main features, namely self-excitation
and exponential decay.

This paper is organized as follows: Section 2: Preliminary research and Methodologies,
which consists of a discussion of the cluster analysis used in this study to classify the claim
period and the Hawkes process that we use in modeling the movement of reserves. Then,
in Section 3: Results and Discussions, we describe the data we used in this study. Then we
perform a clustering procedure to obtain groups of different claim periods based on their
frequency. After that, we continue with the reserve process modeling using the Hawkes
process for each claim period formed from the previous steps. At the end of this section, we
discuss some of the important findings of our methodology and further study opportunities
to develop better models. The last, Section 4, is devoted to the conclusion.

2. Preliminary Research and Methodologies

Two significant methodologies that underpin our study are described in this section:
pairing the Hawkes process with cluster analysis.

2.1. Cluster Analysis

Cluster analysis is a part of multivariate analysis that aims to partition objects into
several clusters. Each cluster is homogeneous concerning the specific characteristics, i.e.,
observations in each group are similar to each other. Each group should be different from
other groups concerning the same features; that is, the objects of one group should be
different from the things of other groups. The principle of clustering objects is to obtain a
measure of proximity that explains the similarity between objects. This proximity between
objects is calculated based on the type of data.

2.1.1. Hierarchical Method

The hierarchical clustering method moves forward either through a series of subsequent
divisions or mergers. The individual items are the first step in the agglomerative hierarchical
technique. In the beginning, there are therefore as many clusters as objects. First, groups
of the objects that share the most similarities are formed, and then these initial groups are
combined based on their commonalities. All the subgroups eventually combine into a single
cluster when the similarity lowers. See for example Kaufman and Rousseeuw (1990).

As in Johnson and Wichern (2009), the agglomerative hierarchical clustering for N
objects is such as below:

(i) Start with N clusters, each containing a single entity and an N × N symmetric
distances (or similarities) D = {dik}; i = k = 1, 2, 3, ..., n. In this paper, we use the
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Euclidean distance. Suppose object i and object j on data sets, then the Euclidean
distance is formulated as follows:

d(i, j) =

√√√√ p

∑
l=1

(xi
l − xj

l)
2. (1)

where p is the number of variables.
(ii) Search the nearest (most similar) pair of objects (e.g., object or cluster U and object

or cluster V) from the distance matrix.
(iii) Merge clusters U and V, label them (UV) and then update the distance matrix

entries by

(a) deleting the rows and columns corresponding to clusters U and V and
(b) adding a row and column indicating the distance between the merged

cluster (UV) and the remaining clusters.

(iv) Repeat steps (ii) and (iii) an additional N − 1 times. (All objects will be in a single
cluster after the algorithm terminates).

This paper uses complete linkage to merge clusters U and V in Step 3. Suppose two
cluster U and cluster V have the nearest distance dUV , with dUW is the distance between
cluster U and cluster W, while dVW is the distance between cluster V and cluster W. The
distance between cluster (UV) and any cluster W is computed by

d(UV)W = max(dUW ; dVW). (2)

2.1.2. Estimation of the Number of Clusters

One of the problems that often draws attention in cluster analysis is determining
the optimal group number. Several methods for estimating the number of clusters were
developed using a measure of homogeneity within a group Wk. See for instance Johnson
and Wichern (2009), which was formulated as follows:

Wk
p×p

=
k

∑
g=1

ng

∑
i=1

( xgi
p×1
− x̄g

p×1
) ( xgi

p×1
− x̄g

p×1
) t. (3)

where p is the number of variables, ng is the number of group g, (g = 1, 2, ..., k), xgi is the
ith object (i = 1, 2, ..., k) on the group g and x̄g is the average of variable in the group g.

Hartigan (1975) proposes the index to determine the number of clusters based on a
trace of homogeneity within groups. Hartigan’s index is defined as follows:

H(k) =
(

tr(Wk)

tr(Wk+1)

)
(n− k− 1) (4)

where tr(Wk) is the trace of a square matrix Wk. The number of clusters is the smallest of
k(k ≥ 1), so Hartigan’s index is less than ten (H(k)) ≤ 10.

2.2. Hawkes Process
2.2.1. Hawkes Process for Claim Arrivals Distribution

Hawkes process is a one-dimensional simple point process and a special type of self-
exciting process. It was introduced by Hawkes (1971). Consider N(t), t ≥ 0, a counting
process with historyH(t), t ≥ 0 that satisfy:

P(N(t + h)− N(t) = m|H(t)) =
λ∗(t)h + o(h), m = 1
o(h), m > 1
1− λ∗(t)h + o(h), m = 0.

(5)
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A simple and conditional orderly self-exciting point process N on [0, ∞) is called
Hawkes process if the conditional intensity function is in the form:

λ∗(t) = λ +
∫ t

0
µ(t− s)dN(s). (6)

where λ > 0 is the background rate of the process N and where µ(·) is a function which
governs the clustering density of N. The function µ(·) is sometimes called the exciting
function or the excitation function of N and to avoid treating the homogeneous Poisson
process as a trivial case, we assume that µ(·) 6= 0.

In addition, the function (6) also can be written as :

λ∗(t) = λ + ∑
ti<t

µ(t− ti) (7)

with the observed sequence of past arrival {t1, t2, ..., tk}, basic conditional intensity λ > 0
and excitation function µ(·).

One of the common choices for excitation function is the exponential decay function.
In this case, µ(t) = αe−βt with α, β > 0, so that the exponentially decaying intensity
function becomes

λ∗(t) = λ +
∫ t

0
αe−β(t−s)dN(s) = λ + ∑

ti<t
αe−β(t−ti). (8)

In this case, α and β can be interpreted as each arrival in the system instantaneously
increases the arrival intensity by α, then over time this arrival’s influence decays at rate β.

To model a process from some time before the beginning of the observation period or
after it is started, initial condition λ?(0) = λ0 can be set. The stochastic differential equation

dλ∗(t) = β(λ− λ∗(t))d(t) + αdN(t), t ≥ 0 (9)

must be satisfied for this scenario. If the stochastic equation above applied, the general
solution can be written as

λ∗(t) = e−βt(λ0 − λ) + λ +
∫ t

0
αe−β(t−s)dN(s), t ≥ 0, (10)

which is an extension of (8).
We restrict ourselves to the Markovian Hawkes process in this study. Generally

speaking, the Hawkes process can be non-Markovian. When the excitation function is
represented by the sum of exponential functions (8), the Hawkes process is Markovian. See,
for instance Gao and Zhu (2017).

2.2.2. Distributional Properties and Auto Correlation Function

Da Fonseca and Zaatour (2013) demonstrated that for a Hawkes process with the
conditional intensity function follows (9), the expected value and variance of the number
of jumps during a τ-length interval when t goes to infinity are given by

E[N(τ)] = lim
t→∞

E[N(t + τ)− N(t)] =
λ

1− α
β

τ (11)

Var[N(τ)] = lim
t→∞

E[{N(t + τ)− N(t)}2]−E[N(τ)]2

=
λβ

β− α

[
τ

(
β

β− α

)2
+

(
1−

(
β

β− α

)2
)

1− e−τ(β−α)

β− α

]
.

(12)
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Then, as t goes to infinity, the following formula can be used to calculate the covariance
of the arrival rate given two τ-length intervals with lag δ > 0 that are not overlapping:

Cov(N(τ), δ) = lim
t→∞

(E[(N(t + τ)− N(t))(N(t + 2τ + δ)− N(t + τ + δ))]

−E[N(τ)]E(t + τ + δ, τ))

=
λβα(2β− α)(e(α−β)τ − 1)2

2(α− β)4 e(α−β)δ.

(13)

Keep in mind that this necessitates the process’s stability, which suggests α < β. As
a consequence of this result, we can obtain the auto correlation function of the process as
the following:

Acf(τ, δ) =
e−2βτ(eατ − eβτ)2α(α− 2β)

2(α(α− 2β)(e(α−β)τ − 1) + β2τ(α− β)
e(α−β)δ. (14)

2.2.3. Parameter Inference

The maximum likelihood estimation method is one way to fit empirical data to an
exponentially decaying Hawkes process. With this approach, as in Laub et al. (2015), we
first identify the (log-) likelihood function and estimate the model parameters as the inputs
that maximize this function. The log-likelihood function of Hawkes process for the interval
[0, T] can be written as

` =
N(T)

∑
i=1

log(λ + αA(i))− λT +
α

β

N(T)

∑
i=1

(e−β(T−ti) − 1). (15)

where

A(i) =

{
0, i = 1

∑i−1
j=1 e−β(ti−tj) = e−β(ti−ti−1)(1 + A(i− 1)), i ∈ {2, ..., k}].

(16)

It is clear that maximum likelihood estimation will usually be very effective for model
fitting. However, Filimonov and Sornette (2015) found certain drawbacks to using this
method, including problems with bias in small sample sizes but performance issues with
large samples. Another numerical disadvantage that might occur with this method is the
outcome can be constrained to local optimization. These problems served as the impetus for
Da Fonseca and Zaatour (2013) to develop the method of moments for parameter estima-
tion. Zaatour (2014) developed an R package |hawkes|implementing this routine in C++
in an attempt to mitigate the performance issues. The recent trend of performing parameter
estimation using the generalized method of moments is primarily due to this “performance
bottleneck”. Da Fonseca and Zaatour (2013) claim that the process is “immediate” in their
test sets. The technique makes use of sample moments and the sample autocorrelation
function, which are smoothed using a (ad hoc) user-selected process.

2.2.4. Goodness of Fit by Simulations

With regard to our situation, we will use Hawkes process simulation to assess the
model’s fitness. Ogata (1981) shows a simulation method of point processes, one of which
is the Hawkes’ self-exciting process, with the intensity function stated in (6) and the log-
likelihood function stated in (15). For the simulations, Ogata (1981) used the likelihood
function of the simulated data rewritten as:

Lt(α0, ..., αp, β) =
n

∑
i−1

log{µ +
p

∑
j=0

αjRj(i)} − µT −
n

∑
i=1

p

∑
j=0

αjSj(T − ti). (17)
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The function Rj(i) and Sj(i) are given recursively for j = 0, 1, 2, ... and i = 2, 3, ..., as:

Rj(i) = Aj(ti − ti−1) +
j

∑
k=0

jCk Aj−k(ti − ti−1)Rk(i− 1). (18)

and

Sj+1(t) =
{(j + 1)Sj(t)− Aj+1(t)}

β
. (19)

where jCk denotes a binomial coefficient and initial values are set as:

λ(tn+1|t1, ..., tn) = µ +
p

∑
j=0

αjRj(n + 1). (20)

2.3. Markov Chain for Claim Cost Distribution

In actuarial studies, the claim costs {Yi} are typically assumed to be independent and
identically distributed with distribution D. We also assumed m1 = E[Y1] and m2 = E[Y2

1 ]
are the first and the second finite moments of D, respectively. We follow Swishchuk et al.
(2021) and apply the theoretical findings for general compound Hawkes processes, which
they assumed independence between subsequent claim costs.

Hawkes process could be used to model arrival sequence to a system over time
(Ogata (1999)). Hawkes process arrivals and independent and identically distributed claim
costs were examined by Stabile and Torrisi (2010) and Cheng and Seol (2020) in relation to
risk models. However, for those models, it is difficult to immediately apply the result to
empirical data, and the only way to determine ruin probabilities is numerically. Then, based
on the empirical distribution of observed claim costs, we approximate an independent and
identically distributed sequence using the Markov chain (Zi) and the function a(z). By
expanding the Markov chain’s N number of states, the approximation can be made to fit
any set of data arbitrarily well.

If G is the largest claim cost that has been observed and D̂ is the empirical distribu-
tion function of claim costs, then D̂(G) equals 1. We created equally spaced boundaries
(g1, g2, ..., gN = G) and specify p? = (p?1 , ..., p?N) as

p?1 = D̂(g1)

p?2 = D̂(g2)

· · ·

p?N = D̂(gN)−
N−1

∑
i=1

p?i = 1−
N−1

∑
i=1

p?i .

(21)

Hence, by the definition ∑N
i=1 p?i = 1.

Consider that Zi is a Markov chain on finite state space {1, ..., N} with

P =

 p?1 p?2 · · · p?N
· · · · · · · · · · · ·
p?1 p?2 · · · p?N

 =

p?
...

p?

 (22)

as its transition matrix. Please note that because in a finite state space, the elements of P are
the same for each row, then (Zi) is an irreducible Markov chain. This means the process
can go from any state to any state, whatever the number of steps it requires.
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Furthermore, for each state k ∈ Z we can see that the columns of P remain constant,
thus P(Zi+1 = k|Zi = j) = P(Zi+1 = k|Zi = I) = p?k where ∀j, I ∈ N. We can also have
the following:

P(Zi+1 = k) = ∑
j∈Z

P(Zi+1 = k|Zi = j) = p?k ∑
j∈Z

P(Zi = j) = p?k

∀k ∈ Z, i ∈ N
(23)

using the total probability rule and Markov property. The probability of realizing one
state is also independent of the probability of realizing the preceding state, therefore (Zi)
completely defines an independent and identically distributed sequence. We then let Y be
a random variable with distribution function D̂, Ai := {ω : Y(ω) ∈ (gi − 1, gi]}, and set

a(i) = E[Y|gi−1 < Y ≤ gi] = E[Y|Ai]

=
E[Y1Ai ]

P(Ai)
=

E[Y1Ai ]

p?i
.

(24)

Therefore, the expected value of the claim cost can be derived as follows:

a? =
N

∑
i=1

p?i a(i) =
N

∑
i=1

E[Y1Ai ] = E[Y]. (25)

In this case, a(Zi) depicts an independent and identically distributed sequence that close to
approximating the distribution D̂ in terms of the number of states N goes to infinity.

2.4. Hawkes Process Implementation in Risk Modeling

A risk model typically takes the form of the following and aims to describe the capital
that an insurance company, or a portion of it, will have available over time:

R = u + ct−
Nt

∑
i=1

Yi. (26)

In the above formula, u is the underlying initial capital while c is the premium rate
whose value does not change over time. N(t) is a counting process that portraying the
quantity of cases happening in the time interval [0, t] while {Yi} is arrangement of non-
negative random variables depicting the claim cost. Typically, the {Yi} are independent and
identically distributed non-negative random variables with distribution F and E[Y1] = m1
and E[Y2

1 ] = m2. N(t) and {Yi} are also thought to be independent. In the traditional
situation, N(t) is a homogeneous Poisson measure; however, going forward, we will
consider that N(t) is a fixed Hawkes measure with extremely decaying effect.

Definition 1 (Risk Model with General Compound Hawkes Process Swishchuk (2017)).
Let N(t) be any one-dimensional Hawkes process. Let (Zi) be an ergodic continuous-time finite
(or countably infinite) Markov Chain, independent of N(t), with state space Z, and let a(z) be any
bounded function

H(t) = H(0) +
N(t)

∑
i=1

a(Zi). (27)

The risk process R(t) based on a general compound Hawkes process can be defined as

R(t) =
n

∑
k=1

uk + ct−
n

∑
k=1

N(t)

∑
i=1

ak(Zi). (28)

where n is the number of groups by clustering.
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In this definition, (Zi) is a continuous-time Markov chain on the state space Z = {1, ..., n},
while N(t) is a Hawkes process. In addition, a(z) is a bounded function on Z while we also
assume N(t) and (Zi) are independent.

Theorem 1 (Law of Large Numbers for General Compound Hawkes Processes Swishchuk
(2017)). Let R(t) be the risk model defined in Definition 1, and let (Zi) be a Markov Chain with
state space Z and stationary probabilities p?i .
Suppose that 0 < µ̂ =

∫ ∞
0 µ(s)ds < 1. Then

lim
t→∞

R(t)
t

= c− a?
λ

1− µ̂
. (29)

where a? = ∑i∈Z a(i)p?i .

Corollary 1 (Net Profit Condition and Premium Principle Swishchuk (2017)). The net profit
condition for general compound Hawkes processes, is given as

c > a?
λ

1− β
. (30)

As a result of the expected value principle, the premium rate for general compound
Hawkes processes is provided as follows:

c = (1 + θ)a?
λ

1− µ̂
. (31)

where θ denotes the safety loading.

3. Result and Discussions

We took claims data from an Indonesian insurance company for the period December
2011 to January 2013, for which data were accessible. We selected a company that is a
significant player in Indonesia’s insurance market, with total assets exceeding 5 trillion
rupiah and membership in companies with a 65% national market share, to ensure we
obtain comprehensive data, adequate exposure, and a lengthy data period. Without
prejudice to generality, we expected that these data could represent insurance company
data in general, both in terms of time and financial context where our approaches might
be applied.

Overall, the frequency of claims from December 2011 to January 2013 was 1566 appli-
cations approved with a total claim of 11.700 billion Indonesian rupiah. We first clean the
data by removing claims with values less than or equal to zero. Then, we group the data by
monthly intervals and count the total claims and the total number of claims approved in
each interval. This value was approved within a period of 221 days out of 427 days includ-
ing holidays in the 14 months. This means that an average of 7.09 cases were approved on
each claim approval date or an average of 3.67 cases per day.

3.1. Clustering

In this section, we classify the data into groups based on the claim frequency domain.
The clustering phases are preprocessed by normalizing the data and using the value range
of each variable as the data divisor. Additionally, a hierarchical technique with complete
linkage and Euclidean distances will be used to group the 14 monthly data. The Hartigan
index is used to calculate the number of groupings. The Hartigan index plot reveals that, as
shown in Figure 1, the smallest group with an index below 10 is two groupings. Therefore,
there will be two clusters produced in this dataset. We developed our own syntax to
calculate and present the Hartigan index with the help of the |Minitab20.4| software.
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Figure 1. Hartigan Index plot to determine the number of groups from Indonesian Insurance data.

Next, we apply the hierarchical method with complete linkage to produce a dendro-
gram plot using |Minitab20.4| software as follows:

Figure 2. shows the claim data for December 2011, September to December 2012 and
January 2013 are in the same group, say Group 1. On the other hand, claims data for the
period January to August 2012 are in the second group, say Group 2.

Figure 2. The Dendrogram plot shows that there are two groups of claim data formed.

Group 1 consist of 667 claims worth 5679 billion. Estimated total premiums received
in those six months amounted to 602.3 billion. Besides that, in Group 2 there were 899
approved claims with an actual claim of 6021 billion. From January to August 2012, it is
estimated that the total gross premiums received were worth 5773 billion. Based on this
fact, we can conclude that the risks in Group 2 are greater than Group 1. In the next section,
we will model the risk process for each of the groups formed.

3.2. Fitting Hawkes Process to Claim Payments Arrival

We would first draw the data histogram of how many claim payments there were in
terms of days for Group 1 and Group 2, using Swishchuk et al. (2021)’s methodology, to
determine whether the dataset could be incorporated into the Hawkes process or not with
the help of Excel software. The results are shown in Figures 3 and 4.
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Figure 3. Histogram of Numbers of Claim Payments in Group 1.

Figure 4. Histogram of Numbers of Claim Payments in Group 2.

Since the Hawkes process is a simple point process, there should only be one event
at a particular timestamp. We adjust the arrival time between two occurring events by
distributing the occurrences evenly across the same day because our data timestamps are
in days. After adjusting the arrival time, we plotted the interarrival time quantile beside
the exponential distribution quantile using |R-4.10|software. The results are shown in
Figures 5 and 6.

Figure 5. Exponential Q-Q plot of interarrival time between 2 occurring claims in Group 1.
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Figure 6. Exponential Q-Q plot of interarrival time between 2 occurring claims in Group 2.

We could observe from Figures 5 and 6 that the interarrival time did not fit the
exponential distribution very well. It demonstrates that neither Group 1 nor Group 2’s data
would match the Poisson distribution well. We then compute the autocorrelation plot of the
interval of events with lengths of 7, 14, 21, and 28 using |R-4.10|software by repeating the
procedures from Swishchuk et al. (2021) and Da Fonseca and Zaatour (2013). The results
are shown in Figures 7 and 8.

Figure 7. Autocorrelation (ACF) plot of interval length 7, 14, 21 and 28 in Group 1.
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Figure 8. Autocorrelation (ACF) plot of interval length 7, 14, 21 and 28 in Group 2.

Based on the ACF plot above, we could conclude that the claim arrivals decay expo-
nentially over time. Since the claim arrival data have a component of exponential decay,
and exponential decay is one of the common choices for the excitation, then it is clear that
the claim arrival data have self-excitation and exponential decay component, which is why
we can use the Hawkes process fitting for the data.

The next step is to use the procedures from Shi and Odum Institute (2018) and use
Peng (2003)’s PtProc R package to fit the data to the Hawkes process. The procedures are
as follows:

1. Simulate some starting positions by creating uniform random variables numbered
from 1 to k for the starting points.

2. Choose the starting point from those simulations that produce the theoretically pre-
dicted number of arrivals and variance of length 1 that are most similar to the observed
ones. Say this number, c, and then the initial values for the next step are the triplet
(λ0 = c, α0 = c, β0 = c).

3. With the observed time points, the exponential kernel, and the initial values of the
parameters established by the previous step, create a Hawkes process using the
|ptproc|function.

4. Create a penalty for parameter values that are negative so that we can, hopefully,
obtain estimates of the parameters that are positive.

5. Call the |ptproc.fit()|function on the process we created in Step 3 to perform
the estimation.

6. Use (11) to compute the theoretical estimated number of arrivals for various inter-
val duration.

7. Examine the computed parameter’s theoretical variance for various interval duration
using (12).

In this study, we choose k = 10 and the length of arrival duration is 1, 7, 14 and 21
with the help of R software. The outcomes are displayed in Tables 1–4.
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Table 1. Hawkes Estimated Parameters and their Empirical and Theoretical Estimated Number of
Arrivals of Group 1.

Parameter λ̂ α̂ β̂ E[N̂(1)] E[N(1)]

Estimated
Value 0.5180797 2.522569 2.84654 3.625 4.552058

Table 2. Hawkes Estimated Parameters and their Empirical and Theoretical Estimated Number of
Arrivals of Group 2.

Parameter λ̂ α̂ β̂ E[N̂(1)] E[N(1)]

Estimated
Value 0.7332754 3.024789 3.72142 3.684426 3.917172

Table 3. Comparison of Theoretical Variance of Poisson Process and Hawkes Process vs. Empirical
Variance for Different Interval Length Time in Days of Group 1.

Interval Theoretical Poisson Theoretical Empirical
Length Process Variance Hawkes Variance Variance

1 4.224193 55.13359 39.58194

7 29.56935 1500.13435 407.49403

14 59.13870 3860.71443 865.84410

21 88.70805 6310.38508 1132.38060

Table 4. Comparison of Theoretical Variance of Poisson Process and Hawkes Process vs Empirical
Variance for Different Interval Length Time in Days of Group 2.

Interval Theoretical Poisson Theoretical Empirical
Length Process Variance Hawkes Variance Variance

1 3.699588 34.09472 39.12012

7 25.89712 628.83392 300.68076

14 51.79423 1410.15783 845.94836

21 77.69135 2192.64436 1480.71268

As in Tables 3 and 4, it is shown that the result of theoretical variance of Hawkes
process is closer to the empirical variance than the result of theoretical variance of Poisson
process so that the use of Hawkes process indeed improves the model fit.

We then attempted to simulate a Hawkes process using Zaatour (2014)’s R package
|hawkes|,to ensure that our data could be matched accurately with the Hawkes process of
the determined parameters. The computations in the function are taken from Ogata (1981),
which is referenced in Section 2.2.4. In Figures 9 and 10, we then showed the simulation’s
quantiles and the actual arrival time using R software. With the obtained parameters,
we discovered that the Hawkes process could adequately replicate the empirical data for
Group 2 data in Figure 10, but for Group 1 data in Figure 9, most of the points in the Q-Q
plot are far below the line, it shows that the intensity of the Hawkes process is higher than
the intensity of the empirical data.
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Figure 9. Q-Q plot of arrival time simulated by Hawkes process with parameters and empirical data
of Group 1.

Figure 10. Q-Q plot of arrival time simulated by Hawkes process with parameters and empirical data
of Group 2.

3.3. Modeling the Claim Cost

For the claim cost, our empirical data (Y) shows that, for Group 1 we have the mini-
mum claim cost of IDR 120,000, mean of IDR 8,514,808 and maximum (G) of IDR 157,782,000
and for Group 2 we have the minimum claim cost of IDR 50,000, mean of IDR 6,695,487
and maximum (G) of IDR 284,800,000. We use the empirical distribution function D̂(G) as
the distribution of the claim cost, and for that we have D̂(G) = 1. We then make equally
spaced boundaries g by dividing equally G by the number of states we want and count the
state values a(i) and the stationary distribution p? for each state i. Using the formula in (20),
(23) and (24), we developed our own syntax to calculate with the help of R software. The
expected value was then obtained a? that is the same as the expected value (mean) of the
claim cost. Table 5 shows the result of the 9-States Markov chain we calculated for Group 1
and Table 6 shows the result of the 4-states Markov chain we calculated for Group 2.
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Table 5. 9-States Markov chain values for Group 1.

Parameter Values

(g1; g2; g3; g4; g5; g6; g7; g8; g9 = G) (17,531,333; 35,063,667; 70,125,333;
87,656,667; 105,188,000; 122,719,333;

140,250,667; 157,782,000)
(p?1 ; p?2 ; p?3 ; p?4 ; p?5 ; p?6 ; p?7 ; p?8 ; p?9) (0.931034483; 0.023988006; 0.013493253;

0.007496252; 0.008995502; 0.002998501;
0.004497751; 0.004497751; 0.002998501)

(a(1); a(2); a(3); a(4); a(5); a(6); a(7); a(8); a(9)) (4,628,737; 22,900,401; 43,237,186;
66,041,056; 80,050,000; 100,400,000;

116,973,515; 124,194,000; 157,291,000)
a? 8,514,808

E(Y) 8,514,808

Table 6. 4-states Markov chain values for Group 2.

Parameter Values

(g1; g2; g3; g4 = G) (71,200,000; 142,400,000; 213,600,000; 284,800,000)
(p?1 ; p?2 ; p?3 ; p?4) (0.979977753; 0.016685206; 0.00224694; 0.001112347)

(a(1); a(2); a(3); a(4)) (4,418,278; 102,157,227; 154,791,000; 284,800,000)
a? 6,695,487

E(Y) 6,695,487

We must create an appropriate state space for the Markov chain to be irreducible in
order to have a stationary distribution p?. For our data, we found that N = 9 for Group 1
and N = 4 for Group 2. This is due to the fact that, when we attempted to create 10 state
spaces, we discovered that only one transitional probability of zero was produced, which
rendered the Markov chain irreducible. Figures 12 and 13 show empirical distribution
function and Q-Q plot of 9-states Markov chain for Group 1 while Figures 13 and 14 show
that the 4-states Markov chain could replicate claim cost data in Group 2 quite well. We
use R software to obtain the results in Figures 11–14.

Figure 11. Distribution function of empirical data and 9-states Markov Chain for Group 1 [D̂1(g)].
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Figure 12. QQ-plot of Markov Chain claim boundaries and empirical claims in the boundaries for
Group 1.

Figure 13. Distribution function of empirical data and 4-states Markov Chain for Group 2 [D̂2(g)].
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Figure 14. QQ-plot of Markov Chain claim boundaries and empirical claims in the boundaries for
Group 2.

3.4. Risk Model Using General Compound Hawkes Processes

After determining that the Hawkes process and the time-continuous Markov chain
could be used to represent the counting process and claim severity, we might attempt to
describe the risk process using general compound Hawkes process. The initial capital, u,
and continuous premium rate must be established before we can model the risk process.
Please note that c = max(50, 387, 867; 34, 095, 590) = 50, 387, 867. We use the maximum
value of c that is calculated by Equation (31) so that it could cover the higher claims in both
two groups.

We use the formula of Net Profit Condition and Premium Principle from (30) to
determine the premium rate by taking θ = 0.3 as the safety loading. For the 9-States
Markov chain, we obtain the a? = 8,514,808. With the values we already calculated before,
we obtain the premium rate, c = max(50, 387, 867; 34, 095, 590) = 50,387,867. For the
initial capital, we consider the mean and maximum of the claim cost and decided that
u = mean(claim cost)× 70 = 596, 036, 550 is appropriate. For the 4-states Markov chain,
we obtain the a? =6,695,487. With the values we already calculated before, we obtain the
premium rate c =28,850,114. For the initial capital, we consider the mean and maximum of
the claim cost and decided that u = mean(claim cost)× 10 = 66, 954, 873 is appropriate. In
the context of contrasting the fit of Hawkes models with exponential kernels to empirical
data, Zhang (2016) proposes a metric, Ŝ and F̂ as the following:

Ŝ(K) =
1
K

L

∑
i=1

max(R̂i(t))−min(R̂i(t))
max(R(t))−min(R(t))

. (32)

F̂(K) =
1
K

K

∑
i=1

R̂i(T)
R(T)

. (33)

where R̂i(t) stands for the simulated risk processes, R(t) stands for the benchmark of
empirical process and K stands for the number of simulated paths.

Using the calculated u and c, we then derive the empirical risk process and simulate
L = 1000 paths of risk process with arrival time following Hawkes process with parameters
for group 1 are λ̂ = 0.5180797, α̂ = 2.522569 and β̂ = 2.84654 and parameters for group 2
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are λ̂ = 0.7332754, α̂ = 3.024789 and β̂ = 3.72142. The claim severity in groups 1 and 2,
respectively, follows a 9-state Markov chain and a 4-state Markov chain. Then, we simulate
with the same value of arrival time generated by Hawkes simulation from |hawkes|library
in R and randomly generated Markov chain states simulations. Figures 15–17 shows the
plot of the empirical risk process and the first 50 simulations. We use R software to obtain
the figures. We could see from the plot that the simulations adequately represented the
empirical process. Then we use the formulas from Swishchuk et al. (2021) to compute the
comparison of fluctuation over time and at time T = 184 days for Group 1 and T = 244
days for Group 2. Then, we can calculate the average historical insurance reserve with the
help of R software. We obtain the results in Tables 7–9.

Figure 15. Plot of empirical risk process (bold line) and 50 simulations of the general compound
Hawkes process in Group 1.

Figure 16. Plot of empirical risk process (bold line) and 50 simulations of the general compound
Hawkes process in Group 2.
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Table 7. The result of the comparison between an empirical risk process and simulations of the
general compound Hawkes process at time T = 184 in Group 1.

Parameter Method Values

Ŝ(K) metric 0.9367684
F̂(K) metric 0.6978924
R(T) empirical 4,443,471,513

E[R(T)] simulations 891,786,394√
Var[R(T)] simulations 26,348,096

Table 8. The result of the comparison between an empirical risk process and simulations of the
general compound Hawkes process at time T = 244 in Group 2.

Parameter Method Values

Ŝ(K) metric 0.9784721
F̂(K) metric 0.9650283
R(T) empirical 6,744,080,615

E[R(T)] simulations 509,061,428√
Var[R(T)] simulations 24,506,352

Table 9. Result of Insurance reserve comparison between period in each Groups.

Group 1 Group 2 All Data

Average historical
insurance reserve 38,161,865 25,635,635 31,020,743

Figure 17. Plot of empirical risk process (bold line) and 50 simulations of the general compound
Hawkes process for all data.

3.5. Discussion

This study reveals that a high claim period and low claim period have quite different
characteristics in terms of claims volatility. As a result of these differences in characteristics,
the required reserves differ significantly. Table 9 shows a considerable difference between
the first group, which occurs during the high claim period, and the second group, which is
dominated by the low claim period, in terms of the average historical insurance reserve.
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In addition, when compared to earlier studies in risk theory that employed the Hawkes
process, this study can also help in the development of a novel technique for concurrently
classifying and estimating insurance reserves that entails grouping risks with comparable
loss potential and imposing new various manual rates to account for variations in loss
potential within the groupings.

For further research, for instance, longitudinal data analysis can be used to model the
risk with the Hawkes process from claim data that contains observations about different
cross sections across time.

4. Conclusions

The Hawkes processes are incredibly intriguing representations of reality. Since many
of the common probability models are Markovian, they ignore the process’s history. The
Hawkes processes are built on the foundation that history matters, which helps to explain
why they are used in such a wide variety of applications. The use of the Hawkes process in
estimating the calculation of insurance reserves can be used as a good alternative method
because of its ability to anticipate behaviors that have spread throughout reserves over
time. Claims from the past typically result in higher reserves and new claims have a bigger
impact on reserves than outdate claims. The Hawkes process, which primarily exhibits
self-excitation and exponential decay, is well suited to describing these occurrences.

The clustering method, which is essentially a type of unsupervised learning method,
allows us to categorize risk processes based on claim frequency domain. This involves
grouping risks with similar loss potential and imposing a reserve estimation to account for
variations in loss potential within the groupings.

This approach may have consequences for changes in the insurer’s perspective that
have not yet been taken into consideration: the potential for variations between groups
in the frequency domain. Finding the risk criteria that divide risks into groups with
comparable expected loss experiences is therefore considered to be a step in applying
this strategy.
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