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Abstract: Human activity today produces a large number of pollutants that end up in the environment,
such as soil, water, and airborne particles. The first objective of this work is to introduce a new third-
order multivariate calibration approach called self-weighted alternating quadrilinear decomposition
(SWAQLD) for the analysis of organic pollutant of fluorene (FLU) in different water systems. One
simulated and two real four-way data sets are used to study the potential of the proposed approach
in comparison with two classical algorithms, namely alternating quadrilinear decomposition (AQLD)
and parallel factor analysis (PARAFAC). The results of simulated data show that SWAQLD inherits
the advantages of PARAFAC in terms of not only tolerance to experimental noise but also a fast
convergence and a certain robustness to overestimation of the rank of the models from AQLD.
The second objective of this work is to propose a new way of generating third-order data using
excitation–emission matrix phosphorescence (EEMP) at room temperature for the study of the kinetic
process of oxidation of FLU in complex chemical systems. The obtained rate constant and half-life
of the FLU oxidation, on average, are 0.015 min−1 and 45.5 min for free-interference water and
0.017 min−1 and 40.0 min for wastewater, respectively. Research results show that SWAQLD coupled
with EEMP allows the quantification and kinetic monitoring of FLU in analytical conditions of
different complexities with excellent robustness to the choice of the number of model components.

Keywords: third-order multivariate calibration; SWAQLD; AQLD; PARAFAC; phosphorescence;
fluorene; wastewater

1. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are a class of widely distributed organic
pollutants in the environment. They are very likely to have carcinogenicity, mutagenicity,
and teratogenicity to humans and organisms, even when exposure to these pollutants is
at very low levels [1]. Therefore, fast identification, accurate quantification, and dynamic
monitoring of PAHs in the environment, e.g., natural waters, soil, sediments, and aerosols,
has become a priority in the environmental field.

There are many studies in which PAH(s) have been analyzed by different analyt-
ical techniques, namely fluorescence [2], phosphorescence [3], chromatography [4], or
chromatography–mass spectrometry [5]. Thus, combining these characterization methods
with multi-way calibration approaches for the determination of PAHs has quickly become
a hot topic due to the so-called “second- or higher-order advantage”. Indeed, this specific
data analysis approach combined with well-suited analytical techniques potentially allows

Chemosensors 2023, 11, 53. https://doi.org/10.3390/chemosensors11010053 https://www.mdpi.com/journal/chemosensors

https://doi.org/10.3390/chemosensors11010053
https://doi.org/10.3390/chemosensors11010053
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/chemosensors
https://www.mdpi.com
https://orcid.org/0000-0003-4993-6013
https://doi.org/10.3390/chemosensors11010053
https://www.mdpi.com/journal/chemosensors
https://www.mdpi.com/article/10.3390/chemosensors11010053?type=check_update&version=2


Chemosensors 2023, 11, 53 2 of 21

for the quantification of one or more analytes of interest in complex samples, even in the
presence of unknown interferents, which classical regression approaches cannot do [1,6,7].
Studies on the development and application of second-order multivariate calibration meth-
ods have exploded over the last two decades and continue to increase at present [1,6–9].
Nevertheless, the progress in the research of third-order multivariate calibration methods
has been relatively slow, although the development and application of third-order multi-
variate calibration algorithms have been carried out in many fields [10]. The main reason
is undoubtedly that it is not so easy to acquire third-order instrumental data sets which
follow the quadrilinear model. Currently, reported approaches to generate third-order
data sets can be divided into two categories. In the first one, an excitation–emission matrix
(EEM) is acquired on a single instrument as a function of a parameter, such as hydrolysis
time [11], photodegradation time [12], Fenton degradation time [13], decay time [14], pH
value [15], volume of quenching matrix [16], temperature [2], or even the volume of solvent
used [17]. In the second case, hyphenated instruments can generate directly a third-order
data set, such as liquid chromatography with three-dimensional fluorescence detector (LC-
EEM) [18], two-dimensional liquid chromatography–diode array detector (LC2-DAD) [19],
and two-dimensional liquid/gas chromatography–mass spectrometry (LC2/GC2-MS) [20].
Various research works clearly show that modeling third-order data using third-order
multivariate calibration methods can achieve a more accurate quantification, but this is
without taking into account the sometimes-difficult choice of the number of factors to
consider in the model [1,7,10,20]. The evaluation of the chemical rank of the model in
these approaches is, therefore, crucial. It is in this sense that we propose, in this work, an
algorithm that is potentially faster and more robust to the choice of the number of factors
to consider for qualification.

To demonstrate the potential of our approach, we are interested in the quantification
of fluorene (FLU) in actual water systems. FLU is one of the 13 PAHs which are contained
in the Priority Pollutant List published by the United States Environmental Protection
Agency in 1977. It is an organic raw material used in the production of medicines, dyes,
insecticides, herbicides, and much more. Its intensive use irreversibly leads to its diffusion
in soil, water, and aerosols. A method based on the heavy-atom-induced room-temperature
phosphorescence combined with the standard curve has already been applied to quantify
FLU in free-interference water samples [21]. However, there are so far very few works
published on the quantification of FLU in actual complex systems. Moreover, the work
regarding the quantification and kinetic monitoring of FLU in actual systems using the
phosphorescence technique has never been reported.

The phosphorescence technique is an accurate, sensitive, and convenient method
for analyzing organic molecules in analytical chemistry [22]. In recent years, excitation–
emission matrix phosphorescence (EEMP), like EEM fluorescence, coupled to multi-way
calibration has provided a powerful tool to directly analyze organic molecules in complex
samples. For example, EEMP in combination with second-order multivariate calibration
has been applied to quantify phenanthro-thiophenes [23], propranolol and naproxen [24],
phenanthrene and 1, 10-phenanthroline [25], and pyrene and benzo[a]pyrene [26] in dif-
ferent complex samples. This strategy has also been used in the classification of oils with
identical geographical origins but with different sources [27]. Moreover, researchers have
also paid attention to EEMP combined with third-order calibration, and there have been
two classical works regarding it. The first one was reported by Goicoechea et al. in 2005,
who applied a parallel factor analysis (PARAFAC) model to time-resolved EEMP data
acquired at 77 K for the determination of 2,3,7,8-tetrachloro-dibenzo-para-dioxin in highly
contaminated waters [28]. The other work on the subject concerns our previous work on
the use of third-order multivariate calibration methods based on alternating quadrilinear
decomposition (AQLD), alternating weighted residue constraint quadrilinear decomposi-
tion (AWRCQLD), and PARAFAC applied to room-temperature EEMP data for the study
of the hydrolysis process of carbaryl in tap water [29].
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The first objective of the proposed work is to introduce a new third-order multi-
variate calibration method, called self-weighted alternating quadrilinear decomposition
(SWAQLD). It is based on pseudo-fully stretched matrices of a quadrilinear component
model and is an improvement of AQLD. The other objective of this work is to propose a
new way of generating third-order data using excitation–emission matrix phosphorescence
(EEMP) at room temperature for the study of the oxidation kinetics of FLU in complex
chemical systems. In this work, we first compare the predictive power of the new SWAQLD
approach with two classical multi-way algorithms, the well-known PARAFAC [30] as
well as AQLD on a simulated data set. In a second step, all these methods are evaluated
when analyzing the oxidation kinetics of FLU in two water systems, such as water without
interference and wastewater samples. This allows us to observe the behavior of these
different approaches to increasingly complex samples. This work demonstrates that it is
possible to overcome the difficulty of directly studying the oxidation kinetic process of
analytes of interest in complex water systems without separation and purification. We
further demonstrate that beyond extracting the phosphorescence excitation and emission
spectra and the precise concentrations of the analyte of interest, we have access to the
kinetic profiles. These finally give us access to the rate constant and half-life of the FLU
oxidation reaction.

2. Theory of Third-Order Multivariate Calibrations
2.1. The Quadrilinear Model

In a multilinear component model of an N-way data array Xn, each element xijklm . . .
it contains can be expressed in a general way, as follows, given a number of factors F:

xijklm··· =
F

∑
f=1

ai f bj f ck f dl f em f · · ·+ eijklm··· (1)

with i = 1, 2, ···, I; j = 1, 2, ···, J; k = 1, 2, ···, K; l = 1, 2, ···, L; m = 1, 2, ···, M; etc.
Thus, for example, when N = 4, each element of the four-way data array can be

represented in the following form,

xijkl =
F

∑
f=1

ai f bj f ck f dl f + eijkl (2)

i = 1, 2, ···, I; j = 1, 2, ···, J; k = 1, 2, ···, K; and l = 1, 2, ···, L.
In this case, Equation (2) expresses a quadrilinear model. So, for the phosphorescence

experiment that interests us, aif, bjf, ckf, and dlf are the elements of excitation spectrum
matrices A (sized I × F), elements of emission spectrum matrices B (sized J × F), elements
of the kinetic matrices C (sized K× F), and elements of the sample matrices D (sized L × F),
respectively. Regarding eijkl, they are elements of the residual four-way data array Eq (sized
I × J × K × L) with the following equation:

Eq = XL×I JK −D(m)(C(m) � B(m) �A(m))
T

(3)

XL×IJK is the stretched matrix of four-way data array Xq along the lth direction; and
A(m), B(m), C(m), and D(m) are the mth updated matrices of A, B, C, and D, respectively. In the
following sections, we introduce the algorithms that allow us to do this type of decomposition.

2.2. The Four-way PARAFAC Algorithm

Parallel factor analysis (PARAFAC) is a classical third-order multivariate calibration
algorithm, which is widely used to handle four-way data array produced from a single
instrument or hyphenated instruments. According to the following four fully stretched
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matrices of the quadrilinear component model defined in Equations (4)–(7), solutions of
four-way PARAFAC can be obtained using Equations (8)–(11).

XI×JKL = A(D�C� B)T + EI×JKL (4)

XJ×KLI = B(A�D�C)T + EJ×KLI (5)

XK×LI J = C(B�A�D)T + EK×LI J (6)

XL×I JK = D(C� B�A)T + EL×I JK (7)

A = XI×JKL[(D�C� B)T]
+

(8)

B = XJ×KLI [(A�D�C)T]
+

(9)

C = XK×LI J [(B�A�D)T]
+

(10)

D = XL×I JK[(C� B�A)T]
+

(11)

Here, Z+ denotes the Moore–Penrose generalized inverse of a matrix Z, and the sign
‘�’ corresponds to the Khatri–Rao product.

2.3. The AQLD Algorithm

The alternating quadrilinear decomposition algorithm (AQLD) was developed by
Qing et al. in 2014 [29]. It was a direct extension of the alternating trilinear decomposition
algorithm (ATLD) [31]. It uses an alternating least-squares minimization scheme. According
to the following four pseudo-fully stretched matrices (Equations (12)–(15)), one can obtain
four least-squares solutions of AQLD using Equations (16)–(19):

XI×JK×L
..l = Adiag(d(l))(C� B)T + EI×JK×L

..l (12)

XJ×KL×I
..i = Bdiag(a(i))(D�C)T + EJ×KL×I

..i (13)

XK×LI×J
..j = Cdiag(b(j))(A�D)T + EK×LI×J

..j (14)

XL×I J×K
..k = Ddiag(c(k))(B�A)T + EL×I J×K

..k (15)

dT
(l) = diagm(A+XI×JK×L

..l ((C� B)T)
+
) (16)

aT
(i) = diagm(B+XJ×KL×I

..i ((D�C)T)
+
) (17)

bT
(j) = diagm(C+XK×LI×J

..j ((A�D)T)
+
) (18)

cT
(k) = diagm(D+XL×I J×K

..k ((B�A)T)
+
) (19)

Here diagm() represents a column vector with elements equal to diagonal elements of
a square matrix.

2.4. SWAQLD, the Proposed Algorithm

In this paper, a new algorithm, called self-weighted alternating quadrilinear decompo-
sition (SWAQLD), is proposed to handle complex four-way data. According to pseudo-fully
stretched matrices of the quadrilinear component model (Equations (12)–(15)), we construct
the following four objective functions as

σ(l) =
L
∑

l=1
(||(A+XI×JK×L

..l − diag(d(l))(C� B)T)TDC�B||2F
+||(XI×JK×L

..l ((C� B)T)+ −Adiag(d(l)))DA||2F)
(20)
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σ(i) =
I

∑
i=1

(
∣∣∣∣∣∣(B+XJ×KL×I

..i − diag(a(i))(D�C)T)TDD�C||2F

+
∣∣∣∣∣∣(XJ×KL×I

..i ((D�C)T)+ − Bdiag(a(i)))DB

∣∣∣|2F) (21)

σ(j) =
J

∑
j=1

(
∣∣∣∣∣∣(C+XK×LI×J

..j − diag(b(j))(A�D)T)TDA�D||2F

+
∣∣∣∣∣∣(XK×LI×J

..j ((A�D)T)+ −Cdiag(b(j)))DC

∣∣∣|2F) (22)

σ(k) =
K
∑

k=1
(
∣∣∣∣∣∣(D+XL×I J×K

..k − diag(c(k))(B�A)T)TDB�A||2F

+
∣∣∣∣∣∣(XL×I J×K

..k ((B�A)T)+ −Ddiag(c(k)))DD

∣∣∣|2F) (23)

where DA= diag(sqrt(1 ./diagm(A T A))), DB= diag(sqrt(1 ./diagm(B T B))),
DC= diag(sqrt(1 ./diagm(C T C))), and DD= diag(sqrt(1 ./diagm(D T D))) as
well as DC�B= diag(sqrt(1 ./diagm((C � B)T( C � B)))),
DD� C= diag(sqrt(1 ./diagm(( D � C)T( D � C)))), DA�D= diag(sqrt(1 ./diagm((A �
D)T(A � D)))), and DB�A= diag(sqrt(1 ./diagm((B � A)T( B � A)))) are empirically
selected diagonal matrices, which are applied as self-weighted factors to balance two
parts of each objective function.

On the basis of the alternating weighted least-squares principle, SWAQLD minimizes
the four previous objective functions to achieve the optimal solutions in an alternating
manner. As a result, it successively minimizes σ(l) to obtain D, with A, B, and C being
fixed; minimizes σ(i) to obtain A, with B, C, and D being fixed; minimizes σ(j) to obtain B,
with C, D, and A being fixed; and minimizes σ(k) to obtain C, with D, A, and B being fixed.
We have, thus,

d(l) = 1
2 (diagm(A+XI×JK×L

..l (C� B))./diagm((C� B)T(C� B)) l = 1, 2, . . . , L.
+diagm((C� B)+(XI×JK×L

..l )TA)./diagm(ATA))
(24)

a(i) = 1
2 (diagm(B+XJ×KL×I

..i (D�C))./diagm((D�C)T(D�C)) i = 1, 2, . . . , I.
+diagm((D�C)+(XJ×KL×I

..i )TB)./diagm(BTB))
(25)

b(j) = 1
2 (diagm(C+XK×LI×J

..j (A�D))./diagm((A�D)T(A�D)) j = 1, 2, . . . , J.

+diagm((A�D)+(XK×LI×J
..j )TC)./diagm(CTC))

(26)
c(k) = 1

2 (diagm(D+XL×I J×K
..k (B�A))./diagm((B�A)T(B�A)) k = 1, 2, . . . , K.

+diagm((B�A)+(XL×I J×K
..k )TD)./diagm(DTD))

(27)
Here, ‘./’ denotes an array division, and X..i, X..j, X..k, and X..l are slices of the pseudo-

fully stretched three-way data array XJ×KL×I, XK×LI×J, XL×IJ×K and XI×JK×L with the ith,
jth, kth, and lth directions being respectively fixed. An iterative process for the SWAQLD
algorithm is, therefore, defined by the following steps:

(1) Estimation of chemical ranks for the considered four-way data set;
(2) Random initialization of matrices A, B, and C;
(3) Matrix D calculation applying Equation (24);
(4) Matrix A calculation applying Equation (25) and then scaling it to be column-wise

normalized;
(5) Matrix B calculation applying Equation (26) and then scaling it to be column-wise

normalized;
(6) Matrix C calculation applying Equation (27) and then scaling it to be column-wise

normalized;
(7) Update the D matrix applying Equation (24);
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(8) Update matrices A, B, and C according to steps (4) to (7) until the stopping criteria
are reached (Equation (28)):∣∣∣∣∣SSR(m) − SSR(m−1)

SSR(m−1)

∣∣∣∣∣ < εand SSR(m) = ‖Eq‖2
F
=

(
I

∑
i

J

∑
j

K

∑
k

L

∑
l

eijkl
2

)
(28)

where SSR is the residual sum of squares, m is the current iteration number (set to 3000 in
our case), and ε = 10−6. SWAQLD alternatively minimized four different objective functions
related to the quadrilinear model, which not only has all the interesting properties of AQLD,
such as fast convergence, insensitivity to excess factors, and second-order advantage, but
can also improve the resolution ability for complex four-way data, which we demonstrate
in the results. The MATLAB code for SWAQLD can be provided free of charge on request
by email to the corresponding authors.

3. Material and Methods
3.1. Generation of a Simulated Excitation (EX)–Emission (EM)–Kinetic Phosphorescence
Data Array

An EX–EM–kinetic phosphorescence data set of 12 samples containing only three
chemical contributions was first simulated. The excitation profiles of A(:, 1), A(:, 2), and
A(:, 3) were produced by the following equations:

A(i, 1) = gs(0.5, 14, 30, i) + gs(1, 32, 58, i); (29)

A(i, 2) = gs(1, 18, 43, i) + gs(1, 16, 50, i); (30)

A(i, 3) = gs(2, 40, 54, i) + gs(0.5, 20, 160, i); (31)

where i = 1, 2, . . . , 60; and gs(h, w, x0, i) denotes the value at i of a Gaussian peak with the
peak height of h and the peak width of w at the center of x0, i.e.,

gs(h, w, x0, i) = he[
−(i−x0)

2

w2 ]. (32)

The emission profiles were generated by

B(j, 1) = gs(1, 12, 48, j) + gs(1, 20, 16, j) + gs(1, 31, 60, j); (33)

B(j, 2) = gs(1, 6, 24, j) + gs(0.5, 40, 84, j); (34)

B(j, 3) = gs(1, 52, 65, j) + gs(1, 40, 70, j); (35)

For all j = 1, 2, . . . , 40. The kinetic profiles were produced by

C(k, 1) = e(−a1k) (36)

C(k, 2) = 1− e(−a2k) (37)

C(k, 3) = gs(2.2, 18, 32, k) + gs(1, 16, 50, k); (38)

where k = 1, 2, . . . , 20; a1 = 0.10; and a2 = 0.05. The concentration matrix of the 12 samples
containing three contributions was randomly generated, as indicated below, using
Matlab notations:

D(:, :)= rand(12, 3); (39)

D(1:7, 3) = zeros(7, 1); (40)

In the simulated kinetic system, the first 7 simulated samples containing only Com-
pound 1 (as a reactant) and Compound 2 (as a product) were used as a calibration set.
The other 5 samples, containing two analytes and one uncalibrated interferent (Com-
pound 3), were used as a prediction set. A four-way response data array of the size of
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60 × 40 × 20 × 12 was thereby generated. In order to approximate real data as closely
as possible, we added a homoscedastic noise or heteroscedastic one with four increasing
levels, namely 0.02%, 0.2%, 2%, and 20%.

3.2. Sample Preparation and EX–EM–Kinetic Data Arrays Acquisition
3.2.1. Reagents and Chemicals

The standard substance of fluorene (FLU) was provided by Aladdin Chemical Co. Ltd.
(Shanghai, China). KI and Na2SO3 compounds were purchased from Hunan Hui-hong
Reagent Co. Ltd. (Changsha, China). Methanol (HPLC-grade, ≥99.9%) for analytical
standards dissolution was obtained from Aladdin. Other solvents including ethanol, cyclo-
hexane, acetone, acetonitrile, and n-hexane were provided by Hunan Hui-hong Reagent
Co. Ltd. (Changsha, China).

3.2.2. Sample Preparation

A fluorene solution of concentration 37.98 µg.mL−1 was first prepared by dissolving
the compound in methanol. A 2.0 mol.L−1 KI solution and a 0.5 mol.L−1 Na2SO3 solu-
tion were prepared by dissolving the corresponding substances in ultrapure water. An
8.0% acetonitrile–aqueous solvent was also prepared using ultrapure water. The wastewa-
ter samples were immediately filtrated. All these solutions were stored at 4.0 ◦C.

Two sample sets were prepared to study the oxidation kinetic process of FLU in
different water systems. The first sample set containing four calibration samples (C01–C04)
and six validation samples (V01–V06) was built to investigate the oxidation kinetics of FLU
in an free-interference water system. The four calibration samples were obtained by mixing
7.5 mL 2.0 mol L−1 KI, 1.5 mL 0.5 mol L−1 Na2SO3, 2.5 mL 8.0% acetonitrile–aqueous
solvent, and appropriate quantities of FLU solution to reach the final concentrations of
1.52, 2.28, 3.04, and 3.80 µg.mL−1, respectively. The six validation samples were prepared
in the same way to obtain the reference concentrations given in the leftmost column of
Table 1. Then, a wastewater set, including four calibration samples and five wastewater
samples (W01–W05), was prepared in the same way as the free-interference water set,
except that additional concentrated wastewater solutions were transferred into these five
samples. The leftmost column of Table 2 provides the reference concentrations of FLU
in these five wastewater samples. Three blank wastewater samples (i.e., not spiked with
FLU) were also considered in order to estimate the limit of detection (LOD) and the limit of
quantification (LOQ).

Table 1. Statistical figures of merit concerning the fluorene quantification in free-interference water
samples by using third-order calibration methods (PARAFAC, AQLD, and SWAQLD) with different
rank values.

Sample
No.

Reference Concentration
(µg.mL−1)

Recovery (%)

PARAFAC AQLD SWAQLD

N = 3 N = 3 N = 4 N = 3 N = 4
V01 1.71 117.8 117.3 115.8 111.2 113.2
V02 2.09 101.8 91.3 93.6 95.5 96.3
V03 2.47 97.7 88.5 89.6 96.6 96.2
V04 2.85 100.4 102.1 100.4 99.5 101.7
V05 3.23 100.0 112.7 111.4 100.4 105.6
V06 3.61 94.1 95.9 98.6 93.6 97.3

AR a (%)
SDR b (%)

101.9
5.3

101.3
9.4

101.6
8.0

99.5
4.2

101.7
5.1

RMSEP c (µg.mL−1) 0.17 0.28 0.24 0.15 0.15
a AR: average recovery. b SDR: standard deviation of recovery. c Root mean square error of prediction (RMSEP)

is calculated by RMSEP =
[

1
I−1 ∑

(
cref − cpred

)2
]1/2

, where cref and cpred are the reference and predicted values,
respectively.
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Table 2. Statistical figures of merit concerning the fluorene quantification in wastewater samples by
using third-order calibration methods (PARAFAC, AQLD, and SWAQLD) with different rank values.

Sample
No.

Reference Concentration
(µg mL−1)

Recovery (%)

PARAFAC AQLD SWAQLD

N = 3 N = 3 N = 4 N = 3 N = 4
W01 2.09 121.4 122.7 108.1 113.6 118.8
W02 2.47 86.5 91.7 97.8 92.9 93.9
W03 2.85 93.8 96.9 84.8 92.8 94.6
W04 3.23 89.5 94.9 84.1 90.0 88.4
W05 3.61 103.0 105.5 91.6 93.6 97.3

AR 98.8 102.3 93.3 96.6 98.6
SDR 10.7 9.4 7.7 6.8 8.1

RMSEP (µg mL−1) 0.34 0.29 0.38 0.28 0.30
SEN (mL µg−1) a 12.98 41.33 8.03 18.71 1.98
LOD (µg mL−1) b 0.21 0.13 0.04 0.10 0.11
LOQ (µg mL−1) c 0.64 0.40 0.11 0.29 0.34

a SEN: sensitivity. b LOD: limit of detection = 3.3σ0, where σ0 is the standard deviation of the FLU-predicted
concentration in three blank samples. c LOQ: limit of quantification = 10σ0.

3.2.3. Spectroscopic Acquisition

A fluorescence spectrophotometer (Hitachi F-7000, Tokyo, Japan) with a continuous
150-W Xenon arc lamp was used to measure all samples under the phosphorescence
acquisition mode. The acquisition of excitation–emission phosphorescence matrices was
performed by using the software FL solution (v2.0, Hitachi High-Technologies Corporation,
Tokyo, Japan). The instrumental parameters were set as follows: the chopping and scan
speeds were 40 Hz and 240 nm/min, respectively; the excitation and emission spectral
ranges were 260.0–360.0 and 340.0–630.0 nm, respectively; the excitation and emission
spectral resolutions were 20.0 and 10.0 nm, respectively; and an 800 V detector voltage was
used as well as 20 µm slits on the monochromator.

Spectroscopic analysis was conducted immediately after the preparation of each
sample to obtain its three-dimensional phosphorescence signal. The following measurement
protocol was then implemented. Each prepared solution was first placed into a water
bath at a given temperature. A sampling of 2 mL of solution every 6 min was then
performed until 48 min after the start of heating. Each sample was then immediately
cooled in ice water for 30 s and then placed in a 1.0 cm pathlength quartz cell for the
phosphorescence spectroscopic analysis. At the end of all these spectral acquisitions, we
had at our disposal four-way data arrays with dimensions 5 × 28 × 8 × 10 (i.e., 5 excitation
wavelengths × 28 emission wavelengths × 8 oxidation reaction time × 10 samples) that
could be explored by all the considered multiway calibration methods. In this work, all
data analysis was carried out in the MATLAB environment (R2015b version, The Math
Works, Inc., Natick, MA, USA) with author-written programs, including PARAFAC, AQLD,
and SWAQLD.

4. Results and Discussion
4.1. Analysis of the Simulated Data Sets

The first part of the section consisted of an evaluation of the convergence capacity
and the robustness to noise of SWAQLD against other algorithms. Considering the simu-
lated four-way data array, condition numbers of the four modes were 16.2 for A, 8.2 for B,
12.3 for C, and 3.0 for D, respectively, indicating well-conditioned matrices [32]. Ho-
moscedastic noise was first introduced into the simulated four-way data array, considering
four noise levels of 0.02%, 0.2%, 2%, and 20%. The SWAQLD, PARAFAC, and AQLD algo-
rithms were then applied to investigate their convergence behavior and their robustness
to noise.
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Table 3 shows the iteration numbers to reach a convergence and the needed computa-
tion time for the considered algorithms at different homoscedastic noise levels. In order to
have the most accurate evaluation possible, 100 runs of each algorithm were carried out
with random initialization, threshold ε = 10−6, and a maximum number of iterations of
3000. It can be seen that SWAQLD has a faster convergence than PARAFAC, regardless of
noise level. The mean iteration number and the mean calculation time of SWAQLD are
80 and 6.6 s, respectively, much less than those of PARAFAC (281 and 443.8 s, respectively).
However, AQLD holds the fastest convergence in the simulated data, whose iteration
number and computation time, on average, are only 6 and 0.6 s, respectively. Table 4 allows
us to go further in this evaluation, as it presents correlation coefficients for the different
modes, root mean square error of prediction (RMSEP) values of the two compounds, and
predicted constant rate k for different noise levels when PARAFAC, AQLD, and SWAQLD
are considered. Regarding the correlation coefficients, we observe excellent results for the
three methods studied, and this is independent of the level of homoscedastic noise. When
the noise level is small (i.e., lower than 0.2%), three or four factors can be used to fit the
simulated data set by the three methods. All of correlation coefficients for four modes
provided by three methods are identical to 1.0000, RMSEPs of two analytes are less than
0.0003, and predicted k values are larger than 0.0992 (the reference value of 0.1000). When
the noise level is higher than 2%, four factors are necessary to decompose the simulated
data by the three methods, according to the results of the core consistency diagnostic
(CORCONDIA) [33] and alternating weighted quadrilinear decomposition incorporating
Monte Carlo simulation (AWQLD-MCS) [34] (Supplementary Figure S1). If we look at the
RMSEP values, we observe good results for the three algorithms when the noise level is
as high as 2%. On the other hand, we notice a significant amplification of the error for
the AQLD algorithm at 20% noise, where the PARAFAC and SWAQLD algorithms are
relatively unaffected. Regarding the prediction of the constant rate k, we naturally find
the same trends with large errors observed for the AQLD method at high noise levels,
for example, as high as 20%. In parallel, we observe fairly stable prediction results for
the PARAFAC and SWAQLD algorithms, although the latter presents slightly better ones.
The same figures of merit have been evaluated, this time considering different levels of
heteroscedastic noise for the three considered algorithms. As can be seen, the conclu-
sions about the convergence behavior of the three methods are consistent with those of
homoscedastic noise (Supplementary Table S1). However, heteroscedastic noise has no
impact on the quality of the predictions, in general (Supplementary Table S2).

Table 3. The convergence property of PARAFAC, AQLD, and SWAQLD for simulated excitation–
emission–kinetic four-way phosphorescence data with four levels of homoscedastic noise.

Noisehomo
(%)

Iteration Number (Computation Time (s))

PARAFAC AQLD SWAQLD

Min Max Average a Min Max Average Min Max Average

0.02 162
(250.9)

1951
(2756.9)

281
(443.8)

5
(0.4)

10
(1.0)

6
(0.6)

52
(4.3)

183
(13.3)

80
(6.6)

0.2 118
(191.4)

1921
(3113.2)

235
(375.9)

5
(0.4)

10
(0.9)

6
(0.6)

24
(1.8)

168
(11.6)

66
(4.6)

2 135
(165.7)

2132
(4230.5)

756
(1156.6)

5
(0.4)

13
(1.1)

7
(0.7)

29
(1.8)

227
(16.0)

58
(3.9)

20 91
(123.1)

882
(1473.3)

252
(412.6)

8
(0.8)

68
(5.0)

13
(1.1)

29
(2.0)

256
(15.4)

47
(3.1)

a These values are average results for 100 runs with random initialization.
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Table 4. The influence of homoscedastic noise levels (Ahomo) on correlation coefficients, RMSEPs, and
k values predicted by PARAFAC, AQLD, and SWAQLD, respectively, for simulated four-way data.

Mode
PARAFAC AQLD SWAQLD

0.02% 0.2% 2% 20% 0.02% 0.2% 2% 20% 0.02% 0.2% 2% 20%

A a1 1.000 a 1.0000 1.0000 0.9998 1.0000 1.0000 1.0000 0.9988 1.0000 1.0000 1.0000 0.9997
a2 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 0.9998 1.0000 1.0000 1.0000 0.9998
a3 1.0000 1.0000 1.0000 0.9998 1.0000 1.0000 1.0000 0.9976 1.0000 1.0000 1.0000 0.9998

B b1 1.0000 1.0000 1.0000 0.9994 1.0000 1.0000 1.0000 0.9986 1.0000 1.0000 1.0000 0.9994
b2 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 0.9984 1.0000 1.0000 1.0000 0.9999
b3 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 0.9952 1.0000 1.0000 1.0000 0.9999

C c1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9991 1.0000 1.0000 1.0000 0.9997
c2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9997 1.0000 1.0000 1.0000 0.9999
c3 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9996 1.0000 1.0000 1.0000 0.9997

D d1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9920 1.0000 1.0000 1.0000 0.9999
d2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9997 1.0000 1.0000 1.0000 1.0000
d3 1.0000 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 0.9902 1.0000 1.0000 1.0000 1.0000

RMSEP Analyte 1 0.0000 0.0002 0.0005 0.0026 0.0000 0.0001 0.0007 0.0546 c 0.0000 0.0003 0.0006 0.0049
Analyte 2 0.0000 0.0001 0.0006 0.0032 0.0000 0.0001 0.0010 0.0093 0.0000 0.0002 0.0003 0.0023

Predicted k b 0.0999 0.0992 0.1005 0.0941 0.0999 0.0996 0.0940 0.0367 0.0999 0.0992 0.1000 0.0997
a All values in the first 12 rows of this table correspond to the correlation coefficient between the profiles predicted
by the different methods and the reference profiles. b The chosen constant rate of the analyte in the simulated data
set is 0.1000. c Bold characters are used to highlights the worst results.

The aim of the following section is to estimate the potential robustness of the SWAQLD
algorithm to an overestimation of the number of factors used. This is a property of the
AQLD algorithm, and in this sense, we would like to determine whether our proposed
algorithm has inherited it. We, therefore, applied the three algorithms on a data set with
a homoscedastic noise level of 0.02% by considering, successively, a factor number of 3,
4, and 10 (Table 5). For this low level of noise, there is no significant influence of the
factor number of three and four on the results of PARAFAC. This is no longer the case
for a number of factors equal to 10 for clearly amplified RMSEP values and a velocity
constant value far from 0.1, e.g., RMSEPs of two analytes are as high as 0.0679 and 0.2455,
respectively, and k is only 0.0640. We show here that the PARAFAC method is very sensitive
to the overestimation of the number of factors, which is not the case for the AQLD and
SWAQLD methods for low-noise data. We replicated this study, this time with a noise level
of 2% (Supplementary Table S3). Once again, we find a high sensitivity of the PARAFAC
results when the number of factors is overestimated, which is not the case for the AQLD
and SWAQLD algorithms. Nevertheless, we note a slight superiority of the SWAQLD
algorithm over AQLD. The same behavior of the methods is observed for heteroscedastic
noise (Supplementary Table S4).

Table 5. The influence of factor numbers (N) on correlation coefficients, RMSEPs, and k values predicted
by PARAFAC, AQLD, and SWAQLD, respectively, for simulated four-way data with αhomo = 0.02%.

Mode PARAFAC AQLD SWAQLD

N = 3 N = 4 N = 10 N = 3 N = 4 N = 10 N = 3 N = 4 N = 10

A a1 1.0000 1.0000 0.9964 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a2 1.0000 1.0000 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
a3 1.0000 1.0000 0.9919 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

B b1 1.0000 1.0000 0.9122 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
b2 1.0000 1.0000 0.9638 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
b3 1.0000 1.0000 0.9397 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

C c1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
c2 1.0000 1.0000 0.9995 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
c3 1.0000 1.0000 0.9813 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

D d1 1.0000 1.0000 0.9891 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
d2 1.0000 1.0000 0.9196 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
d3 1.0000 1.0000 0.9967 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

RMSEP Analyte 1 0.0000 0.0000 0.0679 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001
Analyte 2 0.0000 0.0014 0.2455 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Predicted k 0.0999 0.1000 0.0640 0.0999 0.0999 0.1000 0.0999 0.1000 0.1001



Chemosensors 2023, 11, 53 11 of 21

4.2. Data Analysis of Real Data Sets
4.2.1. Finding Optimal Experimental Conditions

The experimental conditions were firstly optimized because many factors could affect
the phosphorescence intensity of FLU in water systems [35]. On the basis of the non-protected
room-temperature phosphorescence method [36], KI and Na2SO3 were used as heavy atom
perturber and deoxygenator, respectively, for the phosphorescence measurement. Then,
two suitable concentrations of KI (0.6 mol L−1) and Na2SO3 (0.03 mol L−1) were obtained
by investigating the effect of their concentrations on the FLU phosphorescence intensity at
room temperature. The influence of organic solvents, such as ethanol, cyclohexane, acetone,
acetonitrile, and n-hexane were also studied. Thus, it was found that a 0.8% acetonitrile–
aqueous solvent could strengthen the phosphorescence intensity of FLU.

Temperature was also an important factor affecting the oxidation rate of FLU in water
systems. As a consequence, it had to be taken into account in a special way in the experi-
ment. Different temperature values (30 ◦C, 40 ◦C, and 50 ◦C) were then investigated in fixed
conditions of FLU (3.80 µg mL−1), acetonitrile–aqueous solvent (0.8%), KI (0.6 mol L−1),
and Na2SO3 (0.03 mol L−1). It was found that a temperature of 40 ◦C could provide a
gradually decreasing and measurable phosphorescence intensity of FLU in water systems
within 120 min, which was quite satisfactory for our case.

The detector voltage was also investigated from 500 to 1000 V to obtain an optimal
phosphorescence signal of FLU in water systems. A value of 800 V was then selected due to
a higher signal-to-noise ratio observed on acquired spectroscopic measurements for these
specific conditions.

4.2.2. Global Analysis of the FLU Kinetic

FLU is a molecule that is quite stable but can nevertheless oxidize under alkaline
conditions, as shown in Figure 1 [37]. In our experiments, the pH of mixed solutions is
10.6, and complete deoxygenation could not be achieved under heating conditions (40 ◦C),
although Na2SO3 is added as a deoxygenator. Therefore, it could be deduced that FLU
is very likely to be oxidized in the experimental condition. Figure 2 shows excitation–
emission matrix phosphorescence (EEMP) plots of the calibration sample C4 with initial
concentrations of 3.80 µg mL−1 of FLU, 0.8% acetonitrile–aqueous solvent, 0.6 mol L−1 KI,
and 0.03 mol L−1 Na2SO3 acquired at five different times. It is, thus, easy to see that
the intensity of the FLU phosphorescence gradually decreased with the duration of the
reaction. The FLU phosphorescence decrease is very likely due to the oxidation of FLU to
9-fluorenone in water systems, and its product does not emit phosphorescence in the pH
10.6 mixed solution [38,39].
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4.2.3. Spectral Characteristics of Samples

Figure 3a shows the three-dimensional phosphorescence spectrum of the calibration
sample C4 at 0 min. The maximum excitation and emission wavelengths of fluorene
are observed at 280 nm and 520 nm, respectively. Meanwhile, the EEMP spectra of a
free-interference water sample and a wastewater one are also presented in Figure 3b,c,
respectively. In the case of the free-interference water sample, it exhibits no significant
spectral contribution. This is not the case for the wastewater sample, which has a strong
emission peak, indicating that it likely contains inorganic or organic species that could
interfere with the measurement of FLU in water systems. Therefore, it is clear that the
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free-interference water sample is a relatively simple case, but the wastewater one is un-
doubtedly very complex to manage, considering the quantification of FLU. What is more, it
is impossible to directly study the oxidation kinetic process of phosphorescent FLU in the
complex wastewater system with the ordinary phosphorescence method. It is in this sense
that we demonstrate, in the following section, the potential of third-order multivariate
calibration methods for the kinetic study of FLU, even in the presence of uncalibrated
interfering species.
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4.2.4. Analysis of FLU in Free-Interference Water Samples

The free-interference water samples were first used to evaluate the performance of
our SWAQLD approach for the quantitative and kinetic study of FLU against the two
classical approaches: PARAFAC and AQLD. Before decomposing the considered four-way
phosphorescence data array with these three algorithms, the optimal number of components
was estimated using CORCONDIA and AWQLD-MCS. The two methods applied to the
considered data set, thus, allow us to select a potentially optimal number of factors equal
to three (Supplementary Figure S2). Then, three-factor models were considered first in
PARAFAC, AQLD, and SWAQLD, respectively. Figure 4a presents the resolved excitation,
emission, and kinetic profiles of FLU in free-interference water samples extracted by the
three methods. We can see that there are no significant differences among the extracted
spectra representing FLU by these three methods, either at the excitation or emission levels
when compared with the reference profile. Even if there was no ambiguity concerning the
estimation of the number of components to be taken into account in the models for this
rather simple chemical system, it seemed interesting to us to force these three methods
to work with a higher rank in the scenario of four in order to estimate their robustness to
this choice. Figure 4b presents again the resolved excitation, emission, and kinetic profiles
of FLU in these new conditions for SWAQLD and AQLD methods. PARAFAC algorithm
does not provide reliable and accurate resolved results (not shown here). These profiles
are again quite consistent with the reference ones, which attests to a certain robustness
for SWAQLD as well as AQLD in the analysis of relatively simple chemical systems. It is
obvious that this chemical system without interference is not found in real water samples,
but it allows for, nevertheless, a base of the analytical performance below which we cannot
go. After observing the factorial decompositions proposed by these different methods, we
can look at their exploitation from a quantitative point of view for the prediction of the
FLU concentration of the six samples contained in the validation set. Statistical figures of
merit obtained by the three methods are given in Table 1. A variable number of factors
is also considered in these results in order to evaluate the robustness of the different
approaches in this quantitative analysis framework. Thus, when we look at the averages of
recovery for the different methods, we see fairly homogeneous values. However, SWAQLD
gives better results (99.5 ± 4.2)% than those of PARAFAC ((101.9 ± 5.3)%) and AQLD
((101.3 ± 9.4)%) when N = 3. Concerning the root mean square error of prediction (RMSEP),
it can be seen that the lowest and most stable values seem to be observed with the SWAQLD
method, only 0.15 µg mL−1. However, we should not lose sight of the fact that these
differences are very small. Therefore, it is difficult to say whether these three methods are
statistically different when free-interference water samples are considered. Figure 4 also
shows the oxidation kinetic profiles of FLU resolved (solid lines) by the three methods for
the two considered ranks N = 3 and 4. As can be seen from the figure, the phosphorescence
intensity of FLU decreases slowly and steadily, which is quite consistent. Considering that
the FLU oxidation reaction follows a first-order kinetic model, its concentration follows the
following equation as a function of time:

− d[FLU]

dt
= K× [FLU] (41)

In a trivial way, we then obtain the evolution of this concentration as a function of
time, namely:

Ln
(

1
[FLU]t

)
= Ln

(
1

[FLU]t=0

)
+ Kt (42)
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Figure 5 shows the plot of the natural logarithm of reciprocal of relative FLU concen-
tration as a function of reaction time for PARAFAC, AQLD, and SWAQLD approaches.
Generally speaking, we observe linear evolutions for the three methods when the rank is
3 (Figure 5a). It is much more interesting to see that this trend is still observed when the
SWAQLD method as well as AQLD are used with an overestimated rank of 4 (Figure 5b).
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However, PARAFAC does not provide acceptable results (not shown here). Table 6
presents the rate constants and the half-lives of the FLU oxidation obtained from experi-
mental data presented in Figure 5. When the optimal rank of 3 is chosen, rate constants of
the FLU oxidation are 0.0151, 0.0154, and 0.0150 min−1 for the three methods, respectively.
Half-lives of FLU are 45.9, 45.0, and 46.2 min for the three methods, respectively. These
values remain fairly stable for the SWAQLD and AQLD methods when the rank is over-
estimated, which are 0.0154 min−1 for rate constant and 45.2 min for half-life, on average.
Although the experimental conditions can be considered simple with these free-interference
water samples, we can see that the SWAQLD and AQLD methods are the most robust to
the choice of rank both in terms of FLU quantification and estimation of kinetic parameters.

Table 6. Evaluation of the FLU rate constant considering different approaches and ranks.

Regression
Equation

Correlation
Coefficient

Rate Constant
(min−1)

Half Life
(min)

PARAFAC (N = 3) y = 0.0151x + 0.7655 0.9962 0.0151 45.9
AQLD (N = 3) y = 0.0154x + 0.7600 0.9889 0.0154 45.0
AQLD (N = 4) y = 0.0148x + 0.7698 0.9980 0.0148 46.8

SWAQLD (N = 3) y = 0.0150x + 0.7687 0.9928 0.0150 46.2
SWAQLD (N = 4) y = 0.0159x + 0.7526 0.9931 0.0159 43.6

4.2.5. Analysis of FLU in Wastewater Samples

The objective of this section is to put the previous chemometric approaches into more
complex situations by analyzing wastewater samples, which are naturally more complex
matrices. It is particularly under these conditions that third-order multivariate calibration
methods come into their own as they are potentially capable of quantifying species of
interest in the presence of interferents that are not present during calibration. This is, of
course, a situation that classical multivariate regression approaches cannot handle. As in
the previous section, the PARAFAC, AQLD, and SWAQLD methods are applied for the
number of factors equal to 3 and 4 on the wastewater samples, although the optimal number
of components was three according to CORCONDIA and AWQLD-MCS (Supplementary
Figure S3). Figure 6a presents the resolved excitation, emission, and kinetic profiles of FLU
in wastewater samples extracted by the three methods for a rank equal to 3. It can, thus,
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be seen that all the profiles extracted by PARAFAC and SWAQLD for this specific rank
are very similar. With regard to the AQLD method, a quite large deviation is observed
between the FLU resolved emission spectrum and its reference in the 400–450 nm spectral
range. Figure 6b shows the same set of profiles for AQLD and SWAQLD, but this time
with a rank of 4. First of all, we can see that there is not an improvement under these new
conditions for the FLU-resolved emission spectrum obtained from the AQLD method. One
can even see that the differences are observed over an even wider spectral range. Regarding
the SWAQLD method, we have a certain stability of the extracted excitation and emission
profiles when the rank is overestimated. In addition, we have, indeed, a certain stability of
the FLU kinetic profile for the SWAQLD method between the two rank values, which is not
at all the case for the PARAFAC method (not shown here). We see in the next section the
influence of these differences on the analytical performance of these chemometric methods.

As conducted previously, the profiles extracted by the three methods are used to
quantify the FLU in the five wastewater samples contained in the validation set. Statistical
figures of merit obtained by the three methods are given in Table 2. A variable number
of factors is again considered. It should be noted that in addition to the RMSEP values,
additional parameters have been estimated to further assess the analytical potential of the
methods. Firstly, the sensitivity (SEN) of a model, related to the inverse of a regression line,
thus makes it possible to estimate the influence that a small variation in the spectroscopic
measurement could have on the concentration predictions. As for the detection limit (LOD),
it will be estimated by multiplying by 3.3 the standard deviation of the FLU-predicted
concentration in three blank samples. Finally, the limit of quantification (LOQ) will be
estimated in the same way but using a multiplicative coefficient of 10. If we look at the
RMSEP errors, we first note that the lowest values, 0.28 µg mL−1 for N = 3, are obtained
for the SWAQLD method. This same method also shows a stability of this prediction error
when faced with a change in rank, which is less the case for the AQLD one. This is due to
the poor profile extracted in the previous section. We also observe that for a given method,
the best sensitivity is always obtained for a rank of three. Obviously, this parameter is
very sensitive to the change in model rank. Finally, with regard to the LOD and LOQ
values, only the SWAQLD method proposes fairly stable values in the face of rank change.
In view of all these observations, we can, therefore, say that the SWAQLD method is the
most robust to the size of the models, which is an important advantage in an analytical
implementation for the characterization of complex samples where interfering molecules
are omnipresent.

Figure 7 shows the oxidation kinetic profiles of FLU resolved (solid lines) by the three
methods for the two considered ranks N = 3 and 4. Although the set of points appears to
be fairly aligned for all three methods with a rank of 3 (Figure 7a), there are some fairly
significant differences from the results observed on the free-interference water samples
(Figure 5a). Again, the PARAFAC method does not follow a linear relationship when a rank
of 4 is selected (not shown here). Lastly, Table 7 gives the estimated kinetic parameters. We
obtain in average a rate constant of approximately 0.017 min−1 and a half-life of 40.0 min.
At first glance, it may seem surprising to find different values from those calculated for
free-interference water samples. We must simply consider that inorganic or organic species
present in the wastewater system potentially speed up the FLU oxidation reaction.
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Figure 6. Resolved excitation, emission, and kinetic profiles, normalized to unit length obtained from PARAFAC, AQLD and SWAQLD for the analysis of four-way
phosphorescence data of wastewater samples with a rank N = 3 (a) or 4 (b). The black dotted lines denote the FLU reference profiles. The red, blue, and green solid
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Table 7. Regression equation, correlation coefficient, rate constant, and half-life of the oxidation
reaction of FLU in wastewater samples.

Regression
Equation

Correlation
Coefficient

Rate Constant
(min−1)

Half Life
(min)

PARAFAC (N = 3) y = 0.0172x + 0.7321 0.9981 0.0172 40.3
AQLD (N = 3) y = 0.0173x + 0.7310 0.9908 0.0173 40.1
AQLD (N = 4) y = 0.0169x + 0.7374 0.9954 0.0169 41.0

SWAQLD (N = 3) y = 0.0179x + 0.7219 0.9978 0.0179 38.7
SWAQLD (N = 4) y = 0.0174x + 0.7288 0.9977 0.0174 39.8

5. Conclusions

In the work, we developed a new third-order multivariate calibration method, named
self-weighted alternating quadrilinear decomposition (SWAQLD), to deal with four-way
phosphorescence data, which was obtained by recording the oxidation kinetic process of
excitation–emission matrix phosphorescence (EEMP) signals of samples at the temperature
of 40 ◦C using a fluorescence spectrophotometer for the first time. The newly developed
method was applied for the quantification and kinetic study of fluorene in different water
systems, such as free-interference water samples and wastewater samples, and compared
with two classic methods, e.g., parallel factor analysis (PARAFAC) and alternating quadri-
linear decomposition (AQLD). Through the analysis of simulated and real four-way data
sets, we were able to show that the SWAQLD algorithm had good convergence properties
and was less sensitive to noise and to overestimation of the number of factors than were
the PARAFAC and AQLD methods. Furthermore, this was the first time applying the
third-order multivariate calibration coupled with the EEMP technique to investigate the
oxidation kinetic process of analytes, even in the presence of unseparated and uncalibrated
interferents. The proposed analytical methodology will, therefore, be well-suited to the
quantification and kinetic study of analytes of interest in a large number of complex envi-
ronmental samples for which we will never be able to control, in advance, the presence or
absence of certain chemical interferents.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/chemosensors11010053/s1, Figure S1: The results of 8 compo-
nents for the simulated data with different homoscedastic noise levels using different methods,
(a) CORCONDIA and (b) AWQLD-MCS. SMRC is the abbreviation of sorted mean relative concentra-
tion; Figure S2: The results of 8 components for the first real four-way phosphorescence data using
different methods, (a) CORCONDIA and (b) AWQLD-MCS; Figure S3: The results of 8 components
for the second real four-way phosphorescence data using different methods, (a) CORCONDIA and
(b) AWQLD-MCS; Table S1: The convergence property of PARAFAC, AQLD and SWAQLD for simu-
lated excitation-emission-kinetic four-way phosphorescence data with four levels of heteroscedastic
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noise; Table S2: The influence of heteroscedastic noise levels on correlation coefficients, root-mean-
square errors of prediction (RMSEPs) and k values predicted by PARAFAC, AQLD and SWAQLD,
respectively, for simulated four-way data; Table S3: The influence of factor numbers (N) on correlation
coefficients, RMSEPs and k values predicted by PARAFAC, AQLD and SWAQLD, respectively, for
simulated four-way data with αhomo = 2%; Table S4: The influence of factor numbers (N) on correla-
tion coefficients, RMSEPs and k values predicted by PARAFAC, AQLD and SWAQLD, respectively,
for simulated four-way data with αheter = 0.02%.
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