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Abstract: Ultraviolet-visible absorption spectroscopy is widely used to monitor water quality,
and rapid optical signal detection is a key technology in the process of spectrum measurement.
In this paper, an ultrafast spectrophotometer system that can achieve spectrum data acquisition in
a single flash of the xenon lamp (within 200 ns) is introduced, and a real-time denoising method
for the spectrum is implemented on a field programmable gate array (FPGA) to work cooperatively
with the nanosecond spectrum acquisition system, in order to guarantee the quality of the spectrum
signals without losing running speed. The hardware of the data acquisition and processing system
are constructed on a Xilinx Spartan 6 FPGA chip and its peripheral circuit, including an analog
to digital converter and a complementary metal-oxide-semiconductor transistor (CMOS) sensor’s
diver circuit. An oversampling method that is suitable for the CMOS sensor’s output is proposed,
which works on the CMOS sensor’s dark current noise and readout noise. Another moving-average
filter method is designed adaptively, which works on the low-frequency component to filter out the
residual spectrum noise of the spectrum signal. The implementation of the filter on the FPGA has
been optimized by using a pipelined structure and dual high-speed random-access memory (RAM).
As a result, the CMOS linear image sensor successfully captured the spectrum of xenon flash light at
the readout clock frequency of 500 kHz and the processing manipulation to the full UV-Vis spectrum
data was accomplished at a sub-microsecond speed performance. After the digital filter and oversam-
pling technology were implemented, the coefficient of variation of the measurements reduced from
9.57% to 1.74%, while the signal noise ratio (SNR) of the absorption spectrum increased nine times,
compared to the raw data of the CMOS sensor’s output. The tests towards different analyte samples
were conducted, and the system shows good performance on distinguishing different concentrations
of different analyte solutions on both ultra-violet and visible spectrum bands. The present work
showcases the potential of the CMOS sensor’s technique for the fast detection of contaminated water
containing nitrate and organic compounds.

Keywords: UV-Vis absorption spectroscopy; CMOS image sensor; spectrum denoising; FPGA;
spectroscopic techniques

1. Introduction

With the acceleration of the industrialization process, water resources and the environ-
ment are deteriorating, which is seriously hindering the sustainable development of society
and economy [1]. To obtain an overall evaluation of the surface water, vertical profile
measurements [2–4] are often applied. However, it is always a time-consuming process to
collect water quality indicators and process enormous data in these measurements, while
using traditional sampling and laboratory analysis approaches [5]. Thus, rapid in situ
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water indicators analysis is a key technology in the rapid detection of contaminated water.
The detection of water quality indicators via ultraviolet-visible (UV-Vis) spectroscopy has
been widely used for its advantages of fast detection, low cost, in situ measurement and
no secondary pollution [6–8]. UV-Vis wavelength spectrophotometry can obtain the full
spectrum from the wavelength of 200 nm to the wavelength of 700 nm. Thus, dual water
quality indicators such as nitrate and turbidity can be calculated in one measurement [9].

Different water quality monitoring systems based on UV-Vis spectrophotometry have
been developed by researchers. This kind of system is realized by the cooperated working
procedure of light source, grating and a light detector which converts light into an electrical
signal. In these systems, the flash xenon light is often used as a light source to decrease
the power consumption and accelerate the measurement speed, and a charge-coupled
device (CCD) image sensor, a photodiode or a photomultiplier tube is extensively used as
a light detector [10]. However, the photodiode or photomultiplier tube is not favorable
for in situ UV-Vis measurement because of its large volume, fragility and gargantuan
energy consumption [11]. Some researchers have established a microsecond dispersive
transient-absorption spectrometer based on CCD in the wavelength from 380 to 750 nm at a
20 Hz repetition rate [12]. Although the CCD image sensor has the advantage of low noise
and high sensitivity [13,14], in comparison, the complementary metal-oxide-semiconductor
transistor (CMOS) image sensor has the advantage of faster readout speed, lower power
consumption and cost price. However, it occupies an inferior position regarding noise
control and the consistency of response for different pixels [15].

The noise of the spectrum originates from two primary sources: (1) the CMOS sensor
(dark current, read noise, shot noise and thermal noise); (2) the signal itself (analog to
digital converter (ADC) noise and power noise) [16]. The high signal noise ratio (SNR)
output of the CMOS sensor often necessitates a long integration time, in order to reduce
the effect of shot noise. However, this method comes at the expense of the increase in dark
current noise [17]. The dark current noise from the CMOS sensor can be seen as a broad-
band noise, which can be modelled by a time-dependent Poisson distribution, and under
certain conditions can have an appreciable impact on spectral signal [18,19]. To reduce the
influence from the noise of the instruments and improve the detection sensitivity of the
instruments, some digital filter technologies have been introduced, such as a spectrum de-
noising method based on wavelet transform [20], ensemble empirical mode decomposition
(EEMD) [21], and a contamination detection method based on the approximate entropy
(ApEn) method [22]. These denoising methods based on the software or digital filter
have already been applied widely to the spectrum data to accurately determine different
contamination concentration.

However, the CMOS sensor works in a microsecond reading speed, and in order to
matching such high rate of speed, the real-time denoising method for the CMOS sensor
requires high speed as well. A denoising method with high computation complexity may
cause a time delay in the in situ application, which would make it difficult to achieve
a real-time measurement [11]. Since the data processing procedures of these methods
are time-consuming, these methods are not appropriate for real-time in situ applications.
Thus, a moving-average filter is commonly used as a lowpass filter to smooth signals,
in order to achieve a faster data processing speed [23]. Some averaging-based approaches
in the time domain have also been proposed to estimate and eliminate noise from the
electroencephalograph (EEG) signal [24]. These methods are easy to understand and
implement, but most of the applications use fixed parameters to set the filter and treat the
low and high frequency of the spectrum signal as a whole, which either damages the details
of the high-frequency components while filtering out the noise, or retains the details of the
high-frequency components while leaving more noise in the low-frequency components.

Some methods have also been introduced to accelerate the speed of the denoising
method. For example, researchers have developed a graphics processing unit (GPU)
cooperating with optimized libraries of MATLAB, Java and Python to accelerate the singular
value decomposition (SVD) denoising method. The running speed of the algorithm is
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strongly improved by combining the central processing unit (CPU) and GPU [25]. The result
shows that the GPU methods can achieve a denoising method at a very fast speed (in 0.5 s),
while the unoptimized CPU system runs at a far slower speed (in 90 s). Nonetheless,
the CPU/GPU system is still at a disadvantage considering its large cost and power
consumption, which hinders the further development of this kind of system at in situ
conditions. Thus, it is crucial to optimize the computation procedure, as well as reduce the
power consumption in the in situ spectrum measurement scenarios. As a result, the field
programmable gate array (FPGA) chip stands out for its lower power consumption and
excellent parallel processing capabilities.

At present, many digital filter methods—including denoising SVD algorithm accelerat-
ing [26] and partial least squares (PLS) algorithm implementation [27] based on FPGA—
have already been applied in different areas such as electroencephalograph (EEG) signal
processing [28] to achieve real-time data, while the power consumption of the system is
greatly reduced compared to the GPU/CPU system. However, little research has been
carried out to implement a digital filter based on FPGA for the absorption spectrum data,
and to match the filtering algorithm with the spectrum data characteristic on the CMOS
system. Thus, in the in situ water quality measurement’s case, it is valuable to apply an
FPGA-based digital signal processing technique to the CMOS spectrophotometer system at
the wavelength of UV-Vis.

In this work, the CMOS linear image sensor was deployed in the system to achieve
the capture of the xenon flash light within a single flash. Thus, the timing cooperation
between the xenon flash light and the CMOS linear image sensor is crucial to capture the
full spectrum of the xenon light in a single flash (in 200 ns). In order to match the high
speed of the CMOS sensor, the whole spectrum processing system was deployed on FPGA.

The main contributions of this paper are as follows:

1. An oversampling method that is suitable for the CMOS sensor’s output is proposed.
Following the moving average, filtering is performed on the low-frequency component
to filter out the residual spectrum noise in the low-frequency components of the
spectrum signal;

2. The parameters of the filter are set adaptively by evaluating the spectral resolution
of the CMOS spectrophotometer system, and the frequency-domain analysis for the
spectrum data is used to avoid the problem of insufficiently clean filtering or the
destruction of spectrum details as a result of fixed parameter settings;

3. The implementation of the filter on the FPGA is optimized by using a pipelined
structure and dual high speed first-in-first-out (FIFO) random access memory (RAM)
to match the high rate of speed of the CMOS sensor output in an in situ measurement
application. As a result, the CMOS linear image sensor successfully captures the
spectrum of the xenon flash light. Meanwhile, oversampling and filtering algorithms
are implemented in real time.

The realized system method can be used for the fast analysis of surface water by
sinking the equipment into the water, and the present work showcases the potential of the
CMOS sensor’s technique for the rapid detection of contaminated water containing nitrate,
turbidity and organic compounds.

2. Materials and Methods
2.1. Experimental Setup

Figure 1 shows the physical structure and detailed optical path of the spectrophotome-
ter. The hardware system can be divided into four major parts: a light source, an optical
path, an optic sensor circuit and a data-processing circuit based on FPGA. A xenon flash
light (L13821, Hamamatsu Photonics K.K., Shizuoka, Japan) that is controlled by pulse
signal is selected as the light source. The optic sensor circuit is comprised of an integrated
micro grating, CMOS image sensor (S8377, Hamamatsu Photonics K.K.) and its peripheral
circuit. The light from the xenon flash light, collimated by a group of lenses, irradiates
into the double optical path unit. The light into the upper path, called measurement light,
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passes through the sample pool, and the absorption occurs. The light into another path,
called reference light, passes through the cavity without the sample pool. The light-path
selector, a disk structure that is half covered by light shielding, is switched for determining
which path light should be coupled into the optic-sensor unit. The collimated light of
the measurement or reference path is dispersed by a grating and focused onto the CMOS
image sensor. According to Lambert-Beer’s law [29], the absorption can be calculated by
the following formula:

A = −logT = log
I0

I
= log

U0

U
= ε× c× d (1)

in which T is transmission; I0/ I is the intensity of the measuring light beam that is accepted
by the CMOS sensor before/after passing through the sample; U0 is the CMOS readout
signal for the upper measuring light in Figure 1b and U is the CMOS signal for the lower
reference light in Figure 1b; ε is the molar absorption coefficient; c is the concentration of
the measured solution; and d is the path length of the measuring beam in the sample.
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Figure 1. (a) Physical structure of the implemented spectrophotometer platform. (b) Schematic of the
fused double-beam structure.

Figure 2 depicts the sequence diagrams of the capturing procedure for the xenon flash
light. The trigger signal and 500 kHz clock are generated by FPGA to drive the xenon flash
lamp and linear CMOS sensor, respectively. The lamp flashes when the trigger signal is
at a high level. The light source takes time to reach the maximum light intensity and then
declines until it extinguishes. The maximum irradiance of the xenon light appears when
the trigger signal of the light source at a high level lasts for 0.5 µs. Meanwhile, the shutter
signal of the linear CMOS sensor is set to a high level and the exposure occurs. The linear
CMOS outputs the data of each pixel at the speed of 500 kHz, and the delay of the output
of each pixel is 200 ns. Due to the fast response speed of the CMOS sensor, the spectrum
can be quickly received by the sensor with just once flash of the xenon light. After the
A/D converter, the pixel data from the CMOS sensor are received by FPGA and stored
into the RAM in order. The address that stores the pixel data can be converted to the
corresponding wavelength.

2.2. Moving-Average Filter Design for the Spectrum Data

Considering the input signals of infinite length x(n), n = −∞, . . . , 0, 1, . . . ∞,
the output of the moving-average filter is expressed as:

y(n) =
1

2m + 1

n+m

∑
k=n−m

x(n− k) (2)

where m is the positive integer, 2m + 1 is the order of the filter.
However, an infinite length signal does not exist in the engineering system. Thus,

x(n) should be rewritten as x(n), n = 0, 1, . . . N. From the expression 2 we can see that
the filter has a delay of m points, which means that the corresponding output of the input
x(0) is y(m).Therefore, other outputs y(0), y(1), . . . , y(m− 1) before the input x(0) are
unsteady outputs of the filter and should be discarded.
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The mathematical derivation of the frequency response of the moving-average filter is
expressed as follows.

Considering the input signal is the unit impulse function:

h(n) =
{

1, if n = 0
0, otherwise

(3)
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The output of the moving-average filter is expressed as:

y(n) =
1

2m + 1

n+m

∑
k=n−m

h(n− k) (4)

According to Fourier transformation theory, the unit-impulse response of the filter is
expressed as follows:

H
(
ejΩ) = 1

2m+1

n+m
∑

k=n−m
e−jkΩ

= 1
2m+1

{(
ejmΩ + e−jmΩ)+ (ej(m−1)Ω + e−j(m−1)Ω

)
+ . . . + (ejΩ + e−jΩ) + 1

}
= 1

2m+1

{
1 + 2

m
∑

k=1
cos(kΩ)

} (5)



Chemosensors 2022, 10, 282 6 of 18

where:
Ω =

w
fs

= 2π
f
fs

(6)

Thus:

H
(

ej×2π fs
)
=

1
2m + 1

{
1 + 2

m

∑
k=1

cos(k× 2π fs)

}
(7)

The sample rate fs in this design is equal to the linear CMOS image sensor readout
frequency. Selection of the proper filter order is important for finding the best fitting of
the spectrum data. The amplitude–frequency response curve at a different filter order
should also be checked until the proper filter order is decided, according to the frequency
distribution of the spectrum data.

A single spectrum peak signal is treated as a triangular pulse:

f (t) =

{
1− |t|τ , |t| < τ

0, else
(8)

The spectrum peak signal is converted from time domain to frequency domain by
using Fourier transformation; the amplitude-frequency function is:

F(jω) = τ
[
Sa
(ωτ

2

)]2
= τ

[
sin(ωτ/2)

ωτ/2

]2
(9)

According to Rayleigh’s theorem, the energy-frequency spectrum of the signal is:

G(ω) =
1
π
|F(jω)|2 (10)

The curve of F(jω) is depicted in Figure 3b. Therefore, we can draw the conclusion
that the main energy distribution band of the signal is in the range of 0 ∼ 4π/τ.
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for the spectrum data using Fourier transformation.

2.3. Implementation on the FPGA Board

The schematic diagram of the CMOS spectrophotometer system is depicted in Figure 4.
The system is constructed on the FPGA chip (Spartan 6 XC6SLX16, Xilinx, San Jose, CA,
USA). The oversampling method and the moving-average filter work under the synchro-
nized clock at the frequency of 400 MHz, thereby increasing the processing speed to achieve
real-time denoising. The system clock is set to different clock domains by a phase-locked-
loop circuit. Meanwhile, multiple distributed RAMs and block RAMs are implemented to
avoid metastability while the data are transferred through different clock domains.
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An oversampling technology is implemented in this design. While the CMOS pixel
data readout occurs at the frequency of 500 kHz, the A/D converter is driven by a 5 MHz
clock to obtain 10 datapoints per pixel, with 200 ns delayed after the CMOS driver clock.
Therefore, our measurements produce an origin 2560-datapoint dataset for all 256 pixels by
this oversampling method. The oversampled data are stored in FIFO RAM and the average
calculation of each pixel data is achieved. To adapt the shifting operation afterwards,
8 datapoints of each pixel are selected from 10 datapoints and sent to the adder to calculate
the average output of each pixel from the oversampled data.

The adder for the FIFO RAM outputs is designed in an 8-stage pipelined architecture,
which yields output in every clock period. Thus, the pipelined structure can increase the
throughput of the FPGA to achieve the summation of the oversampled data at a fast speed,
thereby achieving real-time denoising. In this pipelined design, after latency, one output is
produced for every clock tick; thus, calculating the whole oversampled data from 256 CMOS
pixels takes 256 + 7 = 263 clock periods at the frequency of 400 MHz. As a result, at a cost
of 35 registers and 8 adders that are used in this pipelined structure design, the throughput
of an FPGA is strongly increased, compared to the non-pipelined design.

The averaging function of the oversampling method is realized by deploying a shift
register. For every clock tick (after latency), the output of the adder is loaded into the
shift register. By applying right shift operation to the data in the different addresses,
the spectrum data bits change from 15 to 12. The effect of averaging is to reduce the mean
square noise per pixel. By computing the mean value of the oversampled data at each
pixel, the random error from the linear CMOS is reduced as a function of

√
N, following

Gaussian statistics, where N is the number of oversampled datapoints per pixel.
However, the oversampled pixel data still contain a high level of noise—especially in

the high-frequency domain, which cannot be eliminated by the oversampling technology—
such as shot noise and circuit noise [18]. Thus, the moving-average filter that is designed
in Section 2.2 is implemented. The filtered spectrum data are read out and stored at the
output cache. Then, the data are sent to a personal computer through a USB interface at the
band rate of 115,200 bit/s.

3. Results
3.1. System’s Working Performance

The system’s working performance and the resource usage is shown in Table 1.
The physical power consumption of the system is listed in Table 2. Power is measured by
using the XPower Analyzer of the Xilinx ISE tool. The working frequency of the CMOS
sensor is 500 kHz, and the CMOS sensor contains 258 pixels (including 256 effective
pixels and two blank pixels). Thus, a full spectrum from the CMOS sensor consumes
1/500× 258 = 0.516 (ms) = 516 (µs). The oversampling unit is synchronized with the
CMOS readout signal, so the time latency is mainly contributed by the denoising module.
The denoising module’s working frequency is 400 MHz. Thus, the time latency for an
eight-stage pipelined adder is 1/400× (256 + 7) = 0.6575 (µs). The shift register consumes
1/400× 3 = 0.0075 (µs) to complete right shift operation. The time latency of the moving-
average filter is 1/400× 260 = 0.65 (µs) because the sum of the spectrum datapoints after
filtering is 256 + 5− 1 = 260. As a result, the proposed denoising algorithm works in real
time because the time latency from the denoising method is far less than one CMOS senor
read-out period, which is 516 µs.

Table 1. Resource and performance of system.

Device Logic Cell
Usage

Memory Bit
Usage DSP48 Fmax (MHz)

Spartan-
6 XC6SLX16-2 2125 32K 4 400
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Table 2. Power consumption of each system part.

On-Chip Clocks Logic Signals BRAMs DSPs

Power(W) 0.017 0.004 0.013 0.002 0.000

On-chip PLLs IOs Leakage Total

Power(W) 0.102 0.001 0.023 0.162

3.2. Determination of the Filter Parameters

In this section, the parameters of the filter are set adaptively by evaluating the spectral
resolution of the CMOS-based spectrophotometer system. The specific order of the filter
is determined by measuring the full width of the spectrum pulse when the pulse’s peak
reaches the CMOS sensor’s saturation voltage. A Hg lamp is used as a light source in this
determination process because it has line spectra and an abundant characteristic spectrum.
The pulse spectrum of the Hg lamp is broadened because of the limited resolution of the
measuring system. Thus, the full width of the saturated spectrum pulse indicates the
characteristic of the system function. The measured spectrum profile of the Hg lamp is a
convolution result between the input pulse spectrum of the light source and the function
of this electro-optical system. From Figure 5a, we can see that the highest spectrum peak
appears at the wavelength of 253 nm, and the width of the highest spectrum peak is 53 nm.
The wavelength range of the light that is dispersed by the optical grating is from 200 nm to
700 nm. Thus, the wavelength gap is (700− 200)/256 = 1.9(nm) between two adjacent
pixels. Hence, the width of the spectrum peak can be converted to the numbers of pixels,
which is 53/1.9 = 27.9 pixels.
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Since the width of the spectrum peak in the time domain is 2τ, in this case, τ =
27.9× 1

500,000 ×
1
2 = 27.9 (µs), which corresponds to the frequency of valid information of

the spectrum, as calculated before.
According to the graph of F(jω), we know that in order to obtain the major energy of

the signal and efficiently filter the high-frequency noise, the angular frequency of the filter’s
cutoff point f must be between 2π

τ ×
1

2π = 1/τ and 4π
τ ×

1
2π = 2/τ, which means that the

frequency of the filter’s cutoff point is between 35,842 Hz and 71,684 Hz, according to the
amplitude–frequency response curve of the filter. Thus, a five-orders moving-average filter
is selected in this system by considering a 3 dB power point as the cutoff point.
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3.3. Noise Evaluation for the Spectrum of Xenon Flash Light

In this section, we measure the spectrum of a xenon flash light and evaluate the noise
performance of each denoising stage. The main discharge voltage of xenon flash lamp is 400 V.

The signal comparison between the direct output of the CMOS image sensor, the aver-
age result from the oversampled data, and the signal that is filtered by the moving-average
digital filter is illustrated in Figure 6a. In the figure, the “Direct output” is the CMOS
sensor’s pixel signal directly read by the data acquisition system on FPGA, and each pixel
produces one voltage signal. The “Oversampled data” is the pixel signal when the ADC
chip’s write speed is 10-times faster than the CMOS sensors’ readout speed. Under this
condition, each pixel produces 10 voltage signals. The “Pixel average data” is the mean
result of the 10 voltage signals that each pixel produces after the oversampling operation.
Thus, it can represent the voltage level of each pixel more precisely. The “Moving average
filtered signal” is the filter result after the “oversampled data” passes through the moving-
average digital filter. Signals from the 160th pixel to the 190th pixel were enlarged in the
smaller image because the corresponding spectrum wavelength of the 160th pixel to the
190th pixel was 512 nm to 571 nm, where no obvious spectrum peak of xenon flash light
existed in this wavelength range, so that the effect of noise was obvious to observe. As
can be seen, the signal that was obtained from a single pixel (blue line) had a significant
loss on the signal amplitude, whereas the signal that was obtained from an average of
oversampled data (black line) had less amplitude loss, especially in the range of ultra-violet
wavelength. The signal after passing the moving-average digital filter (green line) had
much-reduced noise.

To further evaluate the noise of the spectrum, the comparison of the spectrum sig-
nal was made in the frequency domain using 2048-point fast Fourier transform (FFT)
in Figure 6b. The figure shows that the origin signal consisted of a valid CMOS signal,
the noise floor and some other spurious frequencies that were below −40 dB. At the fre-
quency points of 60 kHz, 80 kHz, 95 kHz, 115 kHz and 130 kHz, the peak of the alias
frequency appeared. These peaks, which are produced by the sum or difference between
the fundamental frequencies and sensor noise, including their harmonics, consisted of
additional high-order tones. While these tones may exist beyond the signal bandwidth of
interest, they can still alias into the ADC passband and degrade AC specs such as SNR.
After the averaging calculation of 10 datapoints to each pixel was deployed, the peak of
the alias frequency disappeared, and the noise floor fell from −60 dB to −80 dB, which
meant that the sensor noise was greatly reduced, and the harmonics were observably elimi-
nated. After the pixel averaging calculation, the moving-average filter was deployed to the
spectrum data. From the time-domain graphic of the signal, the valid spectral-peak infor-
mation of the original signal was well preserved, while the denoised signal was smoother
than the origin signal. From the frequency-domain graphic of the signal, we can see that
the high-frequency component of the signal was much more suppressed from −80 dB to
−140 dB, while in the signal bandwidth of interest around 60 kHz, the amplitude of the
signal hardly declined.

To specifically evaluate the reduction in the noise and the stability of the system,
the coefficient of variation (Cv) is introduced and defined as below:

Cv =
σ

µ
× 100% (11)

σ is the standard deviation of the samples and µ is the average value of the samples.
The coefficient of variation (Cv) shows the dispersion degree of the measurement and can
reflect the stability of the instrument. The spectrum signal at each wavelength was tested
40 times to calculate Cv, using deionized water as a tested solution. Figure 7a,b show the
global Cv comparison at a wavelength range of 200~700 nm. The result shows that the
stability of the system was greatly improved at all UV-Vis wavelengths after the digital
filter was implemented, especially at the wavelength of the visible light range. The average
coefficient of variation of the measurements in all wavelengths (200~700 nm) was reduced
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from 9.57% to 1.74%, which reached the average accuracy of the common online UV-Vis
instruments for water-quality monitoring [30]. The maximum Cv, which indicated the
worst case of the measurement, was reduced from 59.38% to 9.79%.
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Figure 6. (a) Comparison of the readout spectrum data between the direct output of the CMOS im-
age sensor, the average result from the oversampled data and the signal filtered by moving-average Figure 6. (a) Comparison of the readout spectrum data between the direct output of the CMOS image
sensor, the average result from the oversampled data and the signal filtered by moving-average filter.
(b) Comparison of the spectrum signal in frequency domain after pixels averaging and digital filter
are deployed.
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Figure 7. (a) Global coefficient of variation of the unfiltered data. (b) Global coefficient of variation 
of the filtered data. 
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measured spectrum for the xenon flash light, the measured spectrum of the light source 
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trum dataset that was given by the manufacturer (Hamamatsu Photonics K.K.) in Figure 
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Figure 7. (a) Global coefficient of variation of the unfiltered data. (b) Global coefficient of variation of
the filtered data.

Figure 8a shows the CMOS sensor’s relative sensitivity at different wavelengths,
given by the manufacturer (Hamamatsu Photonics K.K.). To ensure the validity of the
measured spectrum for the xenon flash light, the measured spectrum of the light source was
recalculated and normalized by taking the image sensor’s sensitivity into consideration.
The comparison was made between the recalculate spectrum and the standard spectrum
dataset that was given by the manufacturer (Hamamatsu Photonics K.K.) in Figure 8b.
As can be seen from the plot, the consistency exists between two spectrums’ profiles.
However, due to the resolution limitation of the optical grating and CMOS image sensor,
some details of the spectrum were lost.
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The result shows that the CMOS linear image sensor successfully captured the spec-
trum of the xenon flash light within a single flash at the readout clock frequency of 500 kHz,
and the real-time denoising method based on the FPGA effectively ensured the stability of
the system running at the clock frequency of 400 MHz.
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3.4. Signal Quality Evaluation for Absorption Spectrum

In this section, we have quantified several analytes in solution and measured the
absorption spectrum with the spectrophotometer that we designed. All the experiments
were performed using a quartz cell with an optical path length of 20 mm, and the main
discharge voltage of the xenon flash lamp was 600 V.

SNR is an important metric for establishing signal quality in all fields of engineering,
and it is employed here to evaluate the spectrum quality. The SNR in spectrum is commonly
defined as the ratio of the true signal maximum intensity to the standard deviation of the
noise. The wavelength position of the maximum absorption intensity depends on the
different chemical bond of the dissolved matter. In order to evaluate the SNR of the system,
the nitrate solution of different concentrations was prepared by dissolving potassium
nitrate into the deionized water, which was supplied by a MilliQ water purification system
(Millipore, Billerica, MA, USA). The absorption peak of the nitrate occurs at the wavelength
range of 200~210 nm under the condition of low concentration [31]. The nitrate solution
was divided into five groups from 1 mg/L to 5 mg/L. Thus, the noise is estimated by
calculating the root mean square (RMSE) of the intensity at the wavelength in the range of
500~700 nm, where nitrate has no contribution to the absorption spectrum and the baseline
of the noise can be easily determined. The SNR is defined as follows:

SNR(xi) =
max(xi)

RMSE
(

xre f
) (12)

RMSE
(

xre f

)
=

√√√√ 1
N

N

∑
i=500nm

(
xre f

i − xre f
)2

(13)

where xre f
i is the specific spectrum value at the wavelength; xre f is the average value of the

spectrum signal at the wavelength range of 500~700 nm; xi is the characteristic spectrum
peak of the specific matter; and N is the number of datapoints between the wavelength of
500 nm and 700 nm.

The calculation results of the absorption peak, RMSE value and SNR value of the
filtered spectrum data and raw spectrum data are listed in Table 3. At the condition of
the 5 mg/L nitrate solution, the RMSE noise of the absorption spectrum decreased from
0.04279 to 0.00554. The filtered absorption spectrum data and raw absorption spectrum
data of nitrate in concentration ranging from 1 mg/L to 5 mg/L are illustrated in Figure 9a.
The SNR variation in the nitrate solution is depicted in Figure 9c. After the filter was
implemented, the SNR greatly improved by nine times at the concentration of 5 mg/L.

Table 3. Calculation results of spectrum SNR.

Concentration
(mg/L) Filtered RMSE Filtered

Absorption Peak Filtered SNR Raw RMSE Raw Absorption
Peak Raw SNR

1 0.00833 0.62 74.83 0.0207 0.50 24.32

2 0.00596 1.00 167.99 0.0291 0.77 26.46

3 0.00593 1.30 218.78 0.0351 1.04 29.65

4 0.00584 1.51 258.49 0.0385 1.20 31.26

5 0.0055 1.64 296.39 0.0428 1.42 33.13

Another important indicator for the absorption spectrophotometer is the linearity
between the absorption intensity and concentration [32]. According to Lambert-Beer’s law,
when the length of the light path is constant, the characteristic absorption intensity of the
substance and concentration should be agreed with a linear function. The fitting results in
Figure 9b indicate that the nitrate concentration shows good linearity with the absorption
magnitude value when the concentration of nitrate is below 4 mg/L. However, the linear
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relation becomes slightly lost when the concentration of nitrate is above 4 mg/L. This is
because the average distance between absorbing components shrinks at the high concen-
tration, and the charge distribution between adjacent particles is affected, changing their
absorption capacity for specific radiation [33]. The higher the concentration is, the greater
the deviation becomes [34].

Chemosensors 2022, 10, x FOR PEER REVIEW 14 of 20 
 

 

data of nitrate in concentration ranging from 1 mg/L to 5 mg/L are illustrated in Figure 9a. 
The SNR variation in the nitrate solution is depicted in Figure 9c. After the filter was im-
plemented, the SNR greatly improved by nine times at the concentration of 5 mg/L. 

Table 3. Calculation results of spectrum SNR. 

Concentra-
tion(mg/L) 

Filtered 
RMSE 

Filtered Ab-
sorption 

Peak 

Filtered 
SNR Raw RMSE 

Raw Ab-
sorption 

Peak 
Raw SNR 

1 0.00833 0.62 74.83 0.0207 0.50 24.32 
2 0.00596 1.00 167.99 0.0291 0.77 26.46 
3 0.00593 1.30 218.78 0.0351 1.04 29.65 
4 0.00584 1.51 258.49 0.0385 1.20 31.26 
5 0.0055 1.64 296.39 0.0428 1.42 33.13 

200 300 400 500 600 700

0.0

0.5

1.0

1.5

200 210 220 230 240 250

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

ab
so

rp
tio

n

 1mg/L_filtered
 2mg/L_filtered
 3mg/L_filtered
 4mg/L_filtered
 5mg/L_filtered

ab
so

rp
tio

n

wavelength (nm)

200 300 400 500 600 700

0.0

0.5

1.0

1.5
 1mg/L_raw
 2mg/L_raw
 3mg/L_raw
 4mg/L_raw
 5mg/L_raw

ab
so

rp
tio

n

 

(a) 

1 2 3 4 5

0.6

0.8

1.0

1.2

1.4

1.6

1.8

ab
so

rp
tio

n

concentration(mg/L)

 absorption peak@200nm

Equation y = a + b*x
Plot C
Intercept 0.4514 ± 0.09371
Slope 0.25453 ± 0.02825
Residual Sum of Squares 0.02395
Pearson's r 0.98201

 

1 2 3 4 5
0

50

100

150

200

250

300

SN
R

concentration (mg/L)

 SNR filtered
 SNR raw

 
(b) (c) 

Figure 9. (a) Filter result for absorption spectrum of nitrate in concentration from 1 mg/L~5 mg/L. 
(b) Linear fitting result between nitrate concentration and sum of the absorption value at the wave-
length of 200 nm. (c) SNR comparison for absorption spectrum of nitrate. 

Figure 9. (a) Filter result for absorption spectrum of nitrate in concentration from 1~5 mg/L.
(b) Linear fitting result between nitrate concentration and sum of the absorption value at the wave-
length of 200 nm. (c) SNR comparison for absorption spectrum of nitrate.

We then measured the absorption spectrum of the chemical oxygen demand (COD)
solution at the concentration range of 15 mg/L to 150 mg/L in 10 groups. The COD
solution of different concentrations was prepared by dissolving the potassium hydrogen
phthalate into the deionized water; the result is illustrated in Figure 10a. The result
shows that each nitrate concentration has a well-differentiated absorption magnitude in
the wavelength range from 230 nm to 280 nm. The linear fitting procedure between the
COD concentration and the absorption value was completed at each wavelength in a range
from 230 nm to 280 nm, and the coefficient of determination (adjusted R-Square values) at
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each wavelength is illustrated in Figure 10b. The result shows that at the wavelength of
270 nm, the concentration of COD shows the best linearity with the absorption magnitude,
and the adjusted R-Square value at this wavelength is beyond 0.99.
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Figure 10. (a) Absorption spectrum of COD in concentration from 15 mg/L to 150 mg/L. (b) Adjusted
R-Square value at the wavelength range of 220 to 280 nm.

To further evaluate the performance of the system in the wavelength of visible band
(400~700 nm), the solution was selected as an analyte sample, due to the absorption of
turbidity that occurs both at the ultra-violet band and the visible band of the spectrum [35].
The turbidity solution was diluted from the Formazine solution at the concentration of
400 NTU and divided into nine groups at the concentration range from 8 NTU to 40 NTU.
Figure 11a shows the absorption spectrum of turbidity in different concentrations. The ad-
justed R-Square values between the turbidity concentration and the absorption value are
illustrated in Figure 11b. Each adjusted R-Square value at the wavelength from 300 nm
to 500 nm was calculated following the same linear fitting program. The result shows
that all adjusted R-Square values at the wavelength range of 300~500 nm are above 0.95,
which indicates that the absorption magnitude shows good linearity with the turbidity
concentration in the visible band.
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4. Discussion

Based on the designed hardware and optical structure, the CMOS linear image sensor
successfully captured the spectrum of the xenon flash light within a single flash at the
readout clock frequency of 500 kHz. The digital filter and the denoising method for the
CMOS sensor is implemented on FPGA and works effectively to reduce the noise of the
spectrum operating in real time at the clock frequency of 400 MHz, optimized by using
a pipelined structure and dual high-speed FIFO RAM to match the high-speed rate of
the CMOS sensor output in an in situ measurement application, which leads to a faster
processing speed for the spectrum data.

An oversampling method that is suitable for the CMOS sensor’s output is proposed
to reduce the sensor’s dark current noise and read noise. Moving-average filtering is
performed on the low-frequency component to filter out the residual spectrum noise in
the low-frequency components of the spectrum signal. The parameters of the filter are set
adaptively by evaluating the spectral resolution of the CMOS-based spectrophotometer
system, and a Fourier transform analysis is used for the spectrum data to avoid the problem
of insufficiently clean filtering or the destruction of spectrum details as a result of fixed
parameter settings. The coefficient of variation of the measurements is reduced from 9.57%
to 1.74%, while the SNR of the absorption spectrum increases nine times or more, compared
to the raw data of the CMOS sensor’s output. Tests towards different analyte samples
were conducted, and the adjusted R-Square results indicated the good performance on
distinguishing different concentrations of different analyte solutions on both ultra-violet
and visible spectrum bands.
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