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Abstract: This research deals with the challenge of reducing banks’ credit risks associated with the
insolvency of borrowing individuals. To solve this challenge, we propose a new approach, methodol-
ogy and models for assessing individual creditworthiness, with additional data about borrowers’
digital footprints to implement comprehensive analysis and prediction of a borrower’s credit profile.
We suggest a model for borrowers’ clustering based on the method of hierarchical clustering and
the k-means method, which groups actual borrowers having similar creditworthiness and similar
credit risks into homogeneous clusters. We also design the model for borrowers’ classification based
on the stochastic gradient boosting (SGB) method, which reliably determines the cluster number
and therefore the risk level for a new borrower. The developed models are the basis for decision
making regarding the decision about lending value, interest rates and lending terms for each risk-
homogeneous borrower’s group. The modified version of the methodology for assessing individual
creditworthiness is presented, which is to reduce the credit risks and to increase the stability and
profitability of financial organizations.

Keywords: big data analysis; machine learning; clustering; classification; creditworthiness; digital
footprint; credit scoring; credit risk

1. Introduction

Financial markets have demonstrated some trends for stimulation and development of
financial technologies, such as low margins of banking services, business model transforma-
tion and ecosystem creation, and penetration of financial services due to their digitalization.
According to the research results, the most promising financial technologies are big data,
data analysis, mobile and open technologies, artificial intelligence, robotization, biometrics,
distributed ledgers, and cloud technologies. The development of financial technologies
modernizes the traditional areas of providing financial and other services. This trend is
mostly observed in the following financial areas: P2P consumer lending, P2P business
lending, and crowdfunding.

For effective and safe digital financial technology development, coordinated propor-
tional regulation by all stakeholders is strongly required. This, on one hand, maintains the
stability of the financial system and protects consumer rights, and on the other hand, it
promotes the development of digital innovation. The quality of the bank’s loan portfolio
can be improved beforehand by the new methods of assessing the individual borrower’s
creditworthiness that ensure complete borrower identification. This identification should
be based on standard indicators and new indicators characterizing the sociometric data,
like borrower digital footprints. Such flexible systems for creditworthiness assessment will
improve the solvency reliability of assessing potential borrowers and reduce the credit
risks of a financial organization.

The field of financial technology (fintech) includes the development and practical
application of innovative technologies in banking and other financial sector segments. The
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use of open interfaces (Open API) and other remote access technologies, big data analysis,
blockchain, roboadvising, machine learning, and artificial intelligence make the financial
industry in Russia one of the most innovative sectors of the economy.

The purpose of this research is to develop a methodological approach, models, and
tools for assessing individual creditworthiness based on digital footprint data, which will
reduce the bank’s credit risks and increase its efficiency. The main objectives of this research
are in the following fields:

1. Diagnose the lending market in the RF;
2. Analyze the existing methods for assessing individual creditworthiness as well as to

describe their strengths and weaknesses;
3. Develop a new conceptual approach for assessing individual creditworthiness using

data about their digital footprint;
4. Propose new models for borrower clustering, classification and predicting the riski-

ness of a new borrower;
5. Design a methodology for assessing individual creditworthiness.

2. Literature Review

Banking legislation is focused on the unification of banking law within the European
Community and supervision of banking activities in accordance with the requirements of
the Basel Committee. The main problem of banking standardization is an effective risk
management system. These international standards are the Basel agreements [1–3].

The Basel-2 agreement sets requirements not so much for the quantitative characteris-
tics of capital as for improving the capital quality. The capital quality is assessed by the
ratio of its additional and main components, as well as by the indicator of risk coverage
at the expense of fixed capital. The main goal of the Basel-2 and Basel-3 agreements is to
strengthen the reliability and stability of the banking sector, including stressful situations in
the financial market. Basel-3 requires credit institutions to improve their risk management
and IT systems.

2.1. Approaches and Methods for Credit Risk Management

The fundamental principle that underlies the system for ensuring the financial sys-
tem’s stability is the principle of mandatory regulation of credit risks, one of the most
important risks of financial activities. International banking rules and standards are deter-
mined by the Basel Committee on Banking Supervision. The credit risk in these documents
is defined as “the probability of a borrower or counterparty failing to fulfill its obligations
in accordance with the agreed conditions” [1].

The goal of a credit risk management system is to maximize a bank’s risk-adjusted rate
of return by maintaining credit risk exposure within acceptable parameters. Banks need
to manage the credit risk inherent in the entire portfolio as well as the risk in individual
credits or transactions. Long-term and effective functioning of the banking system is based
on a reliable credit risk management system.

To ensure the financial system’s sustainable functioning as well as regulate credit
risks, the Basel standards (Basel I, II, III) define the requirements and conditions aimed
at ensuring capital adequacy. Capital adequacy is one of the main criteria for banking
stability, and the only limit on the adequacy of the bank’s capital is the credit risk of the
bank’s assets. It is considered a criterion for ensuring the stability of financial systems,
and the main source for that is credit risk reduction. The Basel II standard [2] defines the
stability of the financial system, which is based on three elements, the first and the main
element of which is the conditions for the minimum capital requirements. Calculation of
the minimum capital requirements takes into account credit, operational, and market risks.

The bank chooses a method for calculating credit risk based on the following ap-
proaches: the standardized approach (SA), internal rating-based approach (IRB), basic
internal rating (Foundation IRB, or FIRB), or advanced internal rating (Advanced IRB,
or AIRB).
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To apply the IRB approach, a bank must fulfill the minimum requirements for the
asset size, credit risk assessment models, and risk management system requirements. The
determination of credit risk is based on the following indicators:

• The probability of default (PD) reflects the probability of a borrower defaulting on the
annual horizon and is estimated on the basis of the internal rating of a borrower;

• The exposure at default (EAD) determines the outstanding loan in the case of borrower
default;

• The loss given default (LGD) estimates the share of the loan under the credit risk that
could be lost in case of a borrower defaulting.

Basel III [3] was developed in 2010 with the aim of strengthening regulatory mecha-
nisms and management over credit risks in the face of economic and financial crises. The
document increased the capital adequacy ratio to cover the borrower’s credit risk.

2.2. Credit Portfolio Quality: Methods and Management Techniques

The studies investigating credit quality usually focused on non-performing loans as
an indicator for measuring a loan portfolio’s quality [4–7]. Assessment approaches are
usually based on econometric and statistical analysis methods [4,6], where initial data
for the analysis are deterministic and the dependences are mainly described by linear
equations. When big data or complex nonlinear relationships are described, then stochastic
fuzzy machine learning methods are often used [8–10].

A credit portfolio is a set of loans provided by the bank, structured according to the
criteria of their quality. The quality of the credit portfolio is a property of the loan portfolio
that ensures its maximum profitability at an acceptable level of credit risk and balance
sheet liquidity. The loan portfolio and its quality are managed by the regulator and the
credit institution. The management methods of the regulator are aimed at observing the
reserve requirements and the standards imposed on the level of credit risk and are defined
in the following regulatory documents [11,12]. Assessment of the credit quality by the
credit organization is based on following methods and approaches:

• The method of ratios [13–16], based on financial indicators of about 20 coefficients for
assessing profitability, liquidity, and credit risk;

• The scenario approach (or stress testing) [17–20] is aimed at modeling various sce-
narios of changes in the state and structure of the credit portfolio. The sensitivity of
performance indicators to risk factors is analyzed. As a result of applying the method,
the most significant factors determining credit risk are identified;

• The method of internal ratings [21–25], developed in accordance with the standards
of the Basel Committee, is designed using a borrower’s credit risk and financial
instrument credit risk. The result is the assignment of a specific borrower’s rating,
the determination of the borrower’s risk. It allows for building an adequate system
of relations with a specific borrower (in accordance with their rating), establishing
lending conditions.

It is obvious that one of the basic elements for credit portfolio regulation is the correct
assessment of its credit risk. In this regard, methods of justifying risk measures are of
particular importance [26,27].

To describe data uncertainties, the decision theory uses probabilistic and statistical
methods, namely methods of statistics of non-numerical data, interval statistics, and
interval mathematics [28]. If the data are inaccurate and fuzzy in character, the use of
methods of conflict theory and fuzzy set theory is resorted to. Instrumental assessment of
risk is based on the simulation and econometric models.

Statistical methods consider risk loss distribution functions and evaluate the statistical
characteristics of this loss, such as the mean, median and quantiles, variance, standard
deviation, coefficient of variation, linear combination of the mean and standard deviation,
and mean of the loss function. Then, the problem of risk loss assessment is solved using one
or more of the listed statistical characteristics. This assessment is carried out on the basis of
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empirical data about past losses. If the data uncertainty is of a probabilistic nature, and the
losses are described by probabilities, then the problem of risk minimizing is reduced to
minimizing the mathematical expectation of risk event losses, minimizing the standard
deviation of losses from their average expected value, or minimizing a linear combination
of the mathematical expectations and standard deviation, among other methods.

In practice, the value at risk (VaR) is often used. It determines the maximum risk
losses that an organization can receive with a given probability [20]. The VaR as a risk
measure has a number of significant drawbacks. It does not take into account possible
large risk losses, which have a low probability. In [29,30], a modified conditional value at
risk (CVaR) measure was proposed, which determined the mathematical expectation of
income less than the VaR. This measure more adequately estimates the risk in cases where
the distribution has heavy tails. Currently, dimensionless (index) risk measures are being
developed, combining quantile risk measures, level measures, and various indices [26,31].

Since there is a whole range of different risk measures, optimization of risk manage-
ment most often comes down to solving the problem of multicriteria optimization. For
example, the problem of simultaneously minimizing the mathematical expectation of losses
and the standard deviation of losses is often solved.

Loan portfolio quality management is based on a number of methods aimed at
the following:

• Approach and technique improvement for assessing the borrower’s creditworthiness;
• Monitoring payment discipline and organization of interaction with unreliable borrowers;
• Updating the credit agreement terms;
• Increasing the efficiency of the financial organization’s security service;
• Credit portfolio diversification.

To monitor the customer’s solvency, credit institutions traditionally use scoring mod-
els and analyze previous clients’ credit histories to compile a borrower rating and to
determine the probability of loan repayment and probability to the default of a potential
borrower [32–34]. The main problems solved in scientific research and related with scoring
models in decision making can be integrated into two groups.

The first group of problems is related to the selection of an adequate complexity toolkit,
with the identification and justification of factors included in the model. Known models for
credit risk assessment use a statistical approach and are based on empirical data processing,
but these models are differed by the methods and algorithms for approximating there de-
pendences, such as neural networks, fuzzy and hybrid algorithms [14,15], and econometric
methods [34–42]. The methods for gathering the necessary information and the number of
qualitative characteristics for accurate description of the borrower profile to be included
into the model, as well as the model specification methods, model identification methods,
methods for analyzing model quality, and its prognostic properties are discussed [34–36].

The other problems are associated with the development of integrated systems for
the automated collection, processing, and storage of information about borrowers with
the development of investment decision support systems [43–46]. When the number of
borrowers grows, one of the main requirements is speed in making decisions.

The analysis of existing methodological approaches and analytical tools showed that
existing models for credit risk assessment do not allow for revealing trends in customer
behavior with a similar economic profile [27,47]. The formation of such homogeneous
borrower groups will allow, on the one hand, for identifying general behavior patterns
of borrowers in diffrent groups, and on the other, for designing a system of heteroge-
neous conditions for borrowers in different groups, including credit value, interest rates,
and others.

In the highly competitive conditions in banking services, the factors that determine
the competitive advantages of the market are reduced decision-making time, reduced
requirements for borrowers’ documents, and reduced requirements for secured credit. All
this requires modern and highly effective tools and methods that will reduce credit risks
and increase financial institution efficiency.
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Underestimation or overestimation of borrowers’ risks due to inaccurate methods of
assessing their creditworthiness can lead to unpredictable consequences for bank capital
loss. Behavioral determinants influencing the distortion of risk perception in the stock
market have been well described in [48–51]. To prevent such distortions in the assessment
of the risk premium (the level of the borrower’s credit risk), an adequate and accurate
methodology for borrower creditworthiness assessment is required, using a variety of
factors characterized not only the borrower’s personality and financial status, but also their
behavioral characteristics in social networks and in the internet space in general.

Another factor that makes it difficult to assess a borrower’s creditworthiness and
their riskiness with standard approaches and models is the borrower’s quantitative and
qualitative characteristics.

2.3. Advanced Data Analytics and Machine Learning Techniques for Assessing Credit Risk

Today, financial companies are empowered by machine learning, which is a series of
techniques and tools based on properties extracted from trained data. New information that
has come into the automated data processing system is analyzed, and then this information
is compared with existing data in order to identify patterns, similarities, and differences
in the data. At the same time, the ability of methods to more accurately and efficiently
analyze data, classify information, and make assumptions is constantly improving, which
makes it possible to make better decisions based on the data.

Companies use various machine learning algorithms to solve different problems [52–54],
which can be divided into several categories:

1. Extraction of information [55–58]. The problem of information retrieval, whose
purpose is to automatically obtain structured data when processing unstructured
or semi-structured information, is one of the main objectives in the processing of
financial data. This applies to working with web content such as articles, publications
on social networks, and various documents.

2. Credit scoring [58–62]. Increasingly, companies operating in the field of lending
are using machine learning to predict the creditworthiness of customers, as well
as to build models for credit risks. Diffrent machine learning algorithms used to
determine the borrower’s credit rating are used, such as multilayer perceptron, logistic
regression, and the support vector machine, as well as the classifier enhancement
algorithm (boosting) and vector quantization during training among others.

3. Decision making [63–69]. Financial computing and decision making can be performed
through machine learning algorithms that enable computers to process data and make
lending decisions more efficiently and faster. Machine learning models are widely
used by companies to find a new approach to traditional problems using machine
learning and big data analysis. The company analyzes thousands of potential credit
variables from financial information to the use of technology to better assess factors
such as potential fraud, the risk of default, and the likelihood of long-term customer
relationships. As a result, the company can make more “correct” decisions about
loans, which leads to an increase in the availability of loans for borrowers and a higher
percentage of their repayment.

3. Methodology

We propose a methodological approach in the form of information technology based
on step-by-step information processing and modeling, reflecting anthropometric and social
indicators, financial indicators, and digital footprint data about borrowers. The conceptual
diagram of the technology is shown in Figure 1.
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Figure 1. Conceptual scheme of the technology for individual creditworthiness (CW) assessment.

Stage 1. Qualitative analysis of borrowers and data acquisition. Analysis of the
financial condition of the borrower, the assessment of their atropometric characteristics,
and the data of the digital footprint of the borrower is carried out. The result of this stage
is collected data about three groups of indicators: anthropometric, financial, and digital
footprint data.

Stage 2. Selection and substantiation of factors affecting the borrower’s CW. In this
stage, exploratory preliminary data analysis is carried out, and assessment of the influence
of factors (anthropometric, financial, and digital footprint) on the borrower’s riskiness is
fulfilled on the basis of correlation analysis.

Stage 3. Grouping borrowers with similar profiles into homogeneous clusters. Bor-
rower clustering is carried out from the point of view of the similarity of their anthropomet-
ric financial indicator values and indicators about their digital footprints. This stage results
in typical risk profiles of borrowers belonging to a qualitatively homogeneous group. In
the same stage, the classification of the new borrower is also made, and the borrower group
and its riskiness are determined.

Stage 4. Development management decisions about lending conditions. The loan
rate and maximum possible loan are formed for each homogeneous borrower’s group and
projected onto a specific borrower.

The proposed analysis and modeling technology was tested on data from a large bank
of the RF. Data analysis and modeling was investigated using the Statistica 10.0 software
package.

Qualitative Analysis of Borrowers and Initial Data Description

The studied indicators, variables, and their values are presented in Table 1.
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Table 1. Investigated indicators, designations, and range of values.

Indicator Group Indicator Variable Range of Value or Binary

anthropometric and
social indicators

gender gender female (1), male (0)

age age 18 . . . 65

education level edu secondary, specialized (0),
higher (1)

profession proof
any profession (1),
no profession (0)

housewife, student (0)

family status mar single (0), married (1)

children child 0, 1, 2, 3, . . .

finantial indicators

regular income avinc yes (1), no (0)

income value aminc 0...1000000

loan value dessum 0...1000000

overdue debt value (risk) risk 0...1000000

bad habits bad_hab yes (1), No (0)

interests ints e.g., career, family, philosophy (1),
anti-collector, gambling (0)

bad environment bad_env 1 or more (0), 0 (1)

music style mus
classical, pop, jazz (1),

prison nature, prohibited
in the RF (0)

film genre mov e.g., comedy, family, drama (1),
prohibited in the RF (0)

confirmed income inc compliant (1), differs (0)

ideal family man ideal_fam yes (1), no (0)

digital footprint data borrower profile assessment profile compliant (1), differs (0)

frequency of entries to the site on the
subject of fraud fraud 1 or more (0),

less than 1 (1)

frequency of entries to the site on the
topic of diseases illness 1 or more (0),

less than 1 (1)

frequency of entries to the site related
to gambling gambling 1 or more (0),

less than 1 (1)

frequency of entries to the site on the
topic of drug distribution and use drugs 1 or more (0),

less than 1 (1)

frequency of entries to the site on the
subject of banned organizations in the RF forbidden 1 or more (0),

less than 1 (1)

frequency of entries to the site on the
topic of business development and

self-development
career 1 or more (0),

less than 1 (1)

The initial information about borrowers required for analysis was acquired from
different sources and divided into three groups:

1. Anthropometric and social information: gender, age, educational level, profession,
marital status, and children;

2. Financial information: regular income, income value, overdue debt, the borrower’s
riskiness, and the desired loan value;

3. Digital footprint data obtained from social networks and search engines. Analysis of
social media will make it possible to evaluate the borrower’s digital avatar.
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The transformation of the qualitative indicators’ values into quantitative ones used bi-
nary coding (0 and 1), while the quantitative value increased as its qualitative characteristics
intensified.

4. Empirical Results and Analysis
4.1. Selection Factors Affecting the Borrower’s Creditworthiness: Exploratory Data Analysis

For empirical analysis, we used the actual data about borrowers of a large bank of the
RF. We tested the proposed technology on data about new borrowers applying for credit.
The learning sample was about 100 borrowers and included all the variables indicated in
Table 1. We searched for additional information about the borrowers’ digital footprints by
ourselves using API tools.

Exploratory data analysis about qualitative factors and their expected impact on the
borrowers’ overdue debt (risk) was carried with scope diagrams (Figure 2).

Figure 2. Diagrams about the ranges for factor groups such as gender and risk (a), bad_hab and
risk (b), mar and risk (c), and edu and risk (d).

Analysis of the statistical characteristics of risk values depending on the gender
(Figure 2a) revealed that men had greater risks than women. The average risk value for
men was about 1572 monetary units, and for women it was only 900. However, the figure
also shows that the risk variation for men was also higher, while the values of overdue debt
among women were almost two times higher, which generally provided approximately
the same summary value of overdue debt among men and women.

An analysis of the dependence “risk-bad habits” showed that the total risk of bor-
rowers who did not have bad habits was almost 63% lower and about 44,400 monetary
units compared with those of borrowers who had identified bad habits (70,500 mone-
tary units), although the distribution centers and risk variability were not statistically
different (Figure 2b). Single borrowers had almost 110% higher risks. Thus, the aggregate
risk for single borrowers was 82,400 monetary units, and for married borrowers, it was
about 32,500 monetary units. The education level did not affect the borrower risk and
was approximately the same for individuals with higher education and for others (about
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57,500 monetary units). At the same time, the risk variability for more educated men was
much lower. This means that more educated borrowers had greater financial discipline
and lower risk for each individual on average over the sample.

The three-dimensional scatterplot (Figure 3) shows that risk was mainly inherent for
young borrowers under 35 years of age. Older borrowers posed lower risks, which can
be explained by higher financial responsibility and discipline. The data distribution by
the variables of “age”, “mar”, and “risk” shows that young unmarried borrowers had
high risk. The dependence of the risk value on the loan value is shown in Figure 4, which
demonstates that higher risk was inherent for significant values of loans, but in total, loans
with low values prevailed.

Figure 3. 3D scatter plots by factor groups: age, gender, and risk (a) and age, mar, and risk (b).

Figure 4. Graph of the dependence of the risk on loan value (“dessum”).

Descriptive statistics of the risk indicator (Table 2) characterized a significant hetero-
geneity of the studied data; therefore, to identify dependencies and patterns in the data, it
was required to use a classification method (i.e., to divide the initial data into qualitatively
homogeneous groups).
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Table 2. Descriptive statistics for the “risk” variable.

Indicator Calculated Value Indicator Calculated Value

Mean (monetary units) 1149 Standard deviation
(monetary units) 4864

Maximum (monetary units) 35,800 Variance (%) 423

To identify paired relationships between the factors and overdue debt (risk), we
conducted a correlation analysis. The surveyed indicators were measured on different
scales; “risk”, “age”, and “children” had a continuous metric scale, “education level”
had an ordinal (i.e., rank) scale, and the other indicators had a nominal (binary) scale.
Therefore, analysis of the interrelationships of the investigated factors in order to identify
their significant impact on the modeled indicator—the borrower’s risk—should be carried
out using different statistical tests. Thus, to measure the relationship between “risk”,
“age”, and “children”, we used the Pearson correlation coefficient to assess the effect of
“education” on “risk”, Spearman’s rank correlation coefficient, and the impact of categorical
variables on “risk” through multivariate variance analysis.

Estimates for the Pearson coefficient (Table 3) for peers classified as “age”-“risk”,
“aminc”-“risk”, and “dessum”-“risk” demonstrate that these factors separately did not
have a statistically significant effect on the risk value (calculated value of t, where the
Student’s criterion is less than tabular at a significance level of 0.05). Calculation of
Spearman’s correlation to assess the impact of non-quantitative variables on the risk
level revealed a correlation between the borrower’s area of interest and their reliability,
as well as a passion for a particular genre of music and reliability. At the same time,
the indicator “genre of music” was closely related to a number of factors: the level of
education, the sphere of employment, the amount of required credit, the sphere of interests
of the borrower, the negative scheme of the environment, and the frequency of visits to
sites on the topic of fraud and “gambling”, while the indicator “sphere of interest” had
statistically significant association with the indicators of “gender”, “educational level”,
“marital status”, “children”, “bad habits”, “bad environment”, “ideal_fam”, as well as
“fraud” and “gambling”.

To exclude false correlations, a matrix of partial correlations was built (Table 4),
which shows that the variables “ints”, “mus”, and “gambling” significantly affected the
borrower’s risk (statistically significant dependencies are marked in red in the figure).
In addition, close partial correlations were observed between the factors “dessum” and
“gender”, “gambling” and “gender”, “bad_hab” and “gender”, and “mar” and “ideal_fam”,
and this was also observed between the pair of factors “gambling” and “ints”. This was
due to the presence of bad habits depending on the gender of the borrower, as married
borrowers usually have stable relationships in the family, and the frequency of entries on
gambling sites is often associated with the presence of unwanted borrower habits.
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Table 3. Spearman rank order correlations (correlations significant at p < 0.05 are marked in red).

Variable Gender Age Edu Empl Mar Child Avinc Aminc Dessum Risk Bad_hab Ints Bad_env Mus Mov Inc Ideal_famProfile Fraud Illness Gambling Career

gender 1 −0.264 0.172 −0.109 −0.007 0.049 0.014 −0.351 −0.342 −0.061 0.247 0.234 0.094 −0.051 −0.077 −0.017 0.085 −0.117 0.266 −0.157 0.277 −0.167
age −0.264 1 0.159 0.145 0.373 0.245 0.034 0.363 0.324 0.086 0.143 0.13 0.145 0.164 0.128 0.06 0.193 0.095 −0.001 −0.021 0.131 0.183
edu 0.172 0.159 1 0.092 0.171 0.038 0.093 0.149 0.09 −0.132 0.283 0.239 0.203 0.252 0.184 −0.076 0.252 0.055 0.131 −0.118 0.223 0.282

empl −0.109 0.145 0.092 1 −0.055 −0.029 0.623 0.239 0.139 0.057 0.124 0.119 0.074 0.335 −0.014 0.229 −0.045 −0.048 −0.029 −0.076 0.241 0.1
mar −0.007 0.373 0.171 −0.055 1 0.473 0.059 0.221 0.331 −0.095 0.097 0.321 0.176 0.14 0.069 0.046 0.485 0.157 0.14 0.002 0.188 0.157
child 0.049 0.245 0.038 −0.029 0.473 1 0.083 0.137 0.159 −0.188 0.036 0.247 0.246 0.15 0.074 −0.118 0.23 0.096 0.15 −0.098 0.202 −0.043
avinc 0.014 0.034 0.093 0.623 0.059 0.083 1 0.154 0.121 −0.182 0.014 0.131 −0.036 0.187 −0.023 0.164 0.072 0.076 −0.047 −0.122 0.297 −0.034
aminc −0.351 0.363 0.149 0.239 0.221 0.137 0.154 1 0.446 0.077 −0.058 0.024 0.011 0.195 0.023 0.137 0.128 0.248 −0.057 0.15 0.022 0.252
dessum −0.342 0.324 0.09 0.139 0.331 0.159 0.121 0.446 1 −0.091 −0.112 0.13 −0.041 0.241 −0.024 −0.048 0.187 0.024 −0.129 −0.037 −0.143 0.216

risk −0.061 0.086 −0.132 0.057 −0.095 −0.188 −0.182 0.077 −0.091 1 −0.061 −0.282 −0.016 −0.226 0.04 0.186 −0.057 0.039 0.082 0.071 −0.012 0.078
bad_hab 0.247 0.143 0.283 0.124 0.097 0.036 0.014 −0.058 −0.112 −0.061 1 0.302 0.346 0.177 0.087 −0.133 0.252 −0.047 0.177 −0.124 0.159 0.164

ints 0.234 0.13 0.239 0.119 0.321 0.247 0.131 0.024 0.13 −0.282 0.302 1 0.36 0.303 −0.047 −0.060 0.289 −0.069 0.303 −0.060 0.28 0.218
bad_env 0.094 0.145 0.203 0.074 0.176 0.246 −0.036 0.011 −0.041 −0.016 0.346 0.36 1 0.336 0.165 −0.128 0.116 0.023 0.221 0.003 0.275 0.091

mus −0.051 0.164 0.252 0.335 0.14 0.15 0.187 0.195 0.241 −0.226 0.177 0.303 0.336 1 −0.021 −0.014 0.15 0.102 0.219 −0.108 0.344 0.143
mov −0.077 0.128 0.184 −0.014 0.069 0.074 −0.023 0.023 −0.024 0.04 0.087 −0.047 0.165 −0.021 1 −0.063 0.074 −0.034 −0.021 −0.053 −0.028 0.071
inc −0.017 0.06 −0.076 0.229 0.046 −0.118 0.164 0.137 −0.048 0.186 −0.133 −0.060 −0.128 −0.014 −0.063 1 0.084 −0.059 −0.127 0.153 0.003 0.153

ideal_fam 0.085 0.193 0.252 −0.045 0.485 0.23 0.072 0.128 0.187 −0.057 0.252 0.289 0.116 0.15 0.074 0.084 1 0.175 0.15 −0.015 0.201 0.243
profile −0.117 0.095 0.055 −0.048 0.157 0.096 0.076 0.248 0.024 0.039 −0.047 −0.069 0.023 0.102 −0.034 −0.059 0.175 1 0.102 −0.097 0.039 −0.121
fraud 0.266 −0.001 0.131 −0.029 0.14 0.15 −0.047 −0.057 −0.129 0.082 0.177 0.303 0.221 0.219 −0.021 −0.127 0.15 0.102 1 0.015 0.344 0.035
illness −0.157 −0.021 −0.118 −0.076 0.002 −0.098 −0.122 0.15 −0.037 0.071 −0.124 −0.060 0.003 −0.108 −0.053 0.153 −0.015 −0.097 0.015 1 0.138 0.013
gambling 0.277 0.131 0.223 0.241 0.188 0.202 0.297 0.022 −0.143 −0.012 0.159 0.28 0.275 0.344 −0.028 0.003 0.201 0.039 0.344 0.138 1 −0.058
career −0.167 0.183 0.282 0.1 0.157 −0.043 −0.034 0.252 0.216 0.078 0.164 0.218 0.091 0.143 0.071 0.153 0.243 −0.121 0.035 0.013 −0.058 1
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Table 4. Partial correlations matrix (significant parameters are marked in red).

Variable Gender Age Edu Empl Mar Child Avinc Aminc Dessum Bad_hab Ints Bad_env Mus Mov Inc Ideal_fam Profile Fraud Illness Gambling Drugs Forbidden Career Risk

gender 1 −0.163 0.172 −0.109 −0.007 −0094 0.014 −0.315 −0.359 0.247 0.234 0.094 −0.051 −0.077 −0.017 0.085 −0.117 0.266 −0.157 0.232 −0.109 0.038 −0.167 −0.060
age −0.163 1 −0.096 0.09 0.393 693 0.093 0.129 0.269 0.076 0.135 −0.101 0.1 0.049 −0.057 0.153 0.065 0.064 −0.058 0.134 0.04 0.08 0.062 −0.002
edu 0.172 −0.096 1 0.092 0.171 45 0.093 −0.055 0.13 0.283 0.239 0.203 0.252 0.184 −0.076 0.252 0.055 0.131 −0.118 0.277 −0.078 0.092 0.282 −0.165

empl −0.109 0.09 0.092 1 −0.055 −0066 0.623 0.125 0.111 0.124 0.119 0.074 0.335 −0.014 0.229 −0.045 −0.048 −0.029 −0.076 0.221 −0.020 −0.020 0.1 0.03
mar −0.007 0.393 0.171 −0.055 1 644 0.059 0.1 0.305 0.097 0.321 0.176 0.14 0.069 0.046 0.485 0.157 0.14 0.002 0.202 0.098 0.098 0.157 −0.012
child −0.094 0.693 0.045 −0.066 0.644 1000 0.026 0.146 0.31 0.07 0.233 0.044 0.102 0.05 −0.031 0.398 0.102 0.102 −0.105 0.147 0.071 0.071 0.058 0.014
avinc 0.014 0.093 0.093 0.623 0.059 0.026 1 0.106 0.136 0.014 0.131 −0.036 0.187 −0.023 0.164 0.072 0.076 −0.047 −0.122 0.271 −0.033 −0.033 −0.034 −0.094
aminc −0.315 0.129 −0.055 0.125 0.1 0.146 0.106 1 0.22 −0.104 −0.152 0.082 0.106 0.024 0.114 −0.001 0.112 −0.013 0.143 0.064 0.039 0.045 0.116 −0.058

dessum −0.359 0.269 0.13 0.111 0.305 0.31 0.136 0.22 1 −0.145 0.087 −0.059 0.166 0.018 −0.005 0.1 −0.026 −0.109 −0.037 −0.137 0.092 0.055 0.302 0.01
bad_hab 0.247 0.076 0.283 0.124 0.097 0.07 0.014 −0.104 −0.145 1 0.302 0.346 0.177 0.087 −0.133 0.252 −0.047 0.177 −0.124 0.182 −0.164 −0.020 0.164 −0.037

ints 0.234 0.135 0.239 0.119 0.321 0.233 0.131 −0.152 0.087 0.302 1 0.36 0.303 −0.047 −0.060 0.289 −0.069 0.303 −0.060 0.342 0.119 −0.067 0.218 −0.244
bad_env 0.094 −0.101 0.203 0.074 0.176 0.044 −0.036 0.082 −0.059 0.346 0.36 1 0.336 0.165 −0.128 0.116 0.023 0.221 0.003 0.319 −0.087 0.074 0.091 −0.083

mus −0.051 0.1 0.252 0.335 0.14 0.102 0.187 0.106 0.166 0.177 0.303 0.336 1 −0.021 −0.014 0.15 0.102 0.219 −0.108 0.316 −0.029 −0.029 0.143 −0.373
mov −0.077 0.049 0.184 −0.014 0.069 0.05 −0.023 0.024 0.018 0.087 −0.047 0.165 −0.021 1 −0.063 0.074 −0.034 −0.021 −0.053 −0.030 −0.014 −0.014 0.071 0.021
inc −0.017 −0.057 −0.076 0.229 0.046 −0.031 0.164 0.114 −0.005 −0.133 −0.060 −0.128 −0.014 −0.063 1 0.084 −0.059 −0.127 0.153 −0.020 0.07 0.07 0.153 0.108

ideal_fam 0.085 0.153 0.252 −0.045 0.485 0.398 0.072 −0.001 0.1 0.252 0.289 0.116 0.15 0.074 0.084 1 0.175 0.15 −0.015 0.216 0.105 0.105 0.243 −0.025
profile −0.117 0.065 0.055 −0.048 0.157 0.102 0.076 0.112 −0.026 −0.047 −0.069 0.023 0.102 −0.034 −0.059 0.175 1 0.102 −0.097 0.025 −0.048 −0.048 −0.121 0.036
fraud 0.266 0.064 0.131 −0.029 0.14 0.102 −0.047 −0.013 −0.109 0.177 0.303 0.221 0.219 −0.021 −0.127 0.15 0.102 1 0.015 0.316 −0.029 −0.029 0.035 0.043
illness −0.157 −0.058 −0.118 −0.076 0.002 −0.105 −0.122 0.143 −0.037 −0.124 −0.060 0.003 −0.108 −0.053 0.153 −0.015 −0.097 0.015 1 0.11 0.097 −0.076 0.013 −0.038

gambling 0.232 0.134 0.277 0.221 0.202 0.147 0.271 0.064 −0.137 0.182 0.342 0.319 0.316 −0.030 −0.020 0.216 0.025 0.316 0.11 1 −0.042 −0.042 −0.028 −0.260
drugs −0.109 0.04 −0.078 −0.020 0.098 0.071 −0.033 0.039 0.092 −0.164 0.119 −0.087 −0.029 −0.014 0.07 0.105 −0.048 −0.029 0.097 −0.042 1 −0.020 −0.052 0.03

forbidden 0.038 0.08 0.092 −0.020 0.098 0.071 −0.033 0.045 0.055 −0.020 −0.067 0.074 −0.029 −0.014 0.07 0.105 −0.048 −0.029 −0.076 −0.042 −0.020 1 −0.052 0.03
career −0.167 0.062 0.282 0.1 0.157 0.058 −0.034 0.116 0.302 0.164 0.218 0.091 0.143 0.071 0.153 0.243 −0.121 0.035 0.013 −0.028 −0.052 −0.052 1 0.006

risk −0.060 −0.002 −0.165 0.03 −0.012 0.014 −0.094 −0.058 0.01 −0.037 −0.244 −0.083 −0.373 0.021 0.108 −0.025 0.036 0.043 −0.038 −0.260 0.03 0.03 0.006 1
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4.2. Model for Borrower Clustering

Here, we use an array of data about qualitative and quantitative indicators obtained at
the first technology stage. Those indicators reflect the financial characteristics of borrowers,
namely the anthropometric and social characteristics and digital footprint data. In order to
smooth out the identified data heterogeneities as well as to order the complex interactions
of the factors, we used the procedure of dividing the data into homogeneous groups. These
allowed for studying the data and identify patterns in the obtained homogeneous groups in
more detail. It was possible that in different groups there would be factors that determined
a growth or decline in productivity. Therefore, analysis, modeling, and prediction of the
borrowers’ CW over different groups would be carried out on the basis of different models.

Clustering was executed in two stages: qualitative analysis using hierarchical methods
and analysis using the k-means method [32,47]. Exploratory analysis to find out the
possible number of groups was conducted by the hierarchical classification method. It
had different measures of similarity and different objects in the groups: the Euclidean
distance, Manhattan distance, and Chebyshev distance to assess the degree of the objects’
proximity within groups and to measure the distances between clusters in a single, complete
connection. By changing the distance measurement, we qualitatively assessed the number
of clusters.

Analysis of various partitions of the sample by the hierarchical classification method
showed that it had from three to five clusters (Figure 5). For a more grounded object
grouping, we used cluster methods on the basis of quantitative criteria for the partition.
For that, we used the k-means method.

Figure 5. Dendrogram of hierarchical clustering.

The k-means algorithm is applicable to clustering only numeric data [47]. If there
are categorical (qualitative) variables in the initial data, modifications of this algorithm
are used, such as the k-modes and k-prototypes algorithm [65,67]. They differ in that they
use other measures of the objects’ proximity: the percentage of unconformity and the
Euclid–Hamming mixed distance. In this case, the coding procedure was carried out first;
that is, the conversion of the values of qualitative characteristics into quantitative ones was
performed (see Table 1). In this investigation the mixed Euclidean–Hamming distance was
used, and the centroid method was used as a function reflecting the optimality criterion
of the partition and expressing the levels of desirability of various alternative partitions.
Table 5 shows the results of the clustering, which contains four clusters (k = 4).

Categorized histograms in each borrower cluster are shown in Figure 6.
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Table 5. Cluster centers.

Variable
Average Value in Cluster

1 2 3 4

age 29.2 24.2 23.7 27.6
child 0.62 0.03 0 0.22
aminc 31,531.2 25,137.93 38,941.2 38,500.0
gender 1 1 0 0

edu 1 1 0 1
empl 1 1 1 1
mar 1 0 0 0

avinc 1 1 1 1
bad hab 1 1 0 0

ints 1 1 0 1
bad env 1 1 1 0

mus 1 1 1 1
mov 1 1 1 1
inc 1 1 1 1

ideal fam 1 0 0 0
profile 1 1 1 1
fraud 1 1 1 1
illness 1 1 1 1

gambling 1 1 1 1
drugs 1 1 1 1

forbidden 1 1 1 1
career 0 1 0 1

cluster size 32 29 17 22

The distribution of borrowers in the clusters obtained by the factor levels helped
to analyze in more detail the CW level and reveal the distinctive features of borrowers
belonging to different groups (Tables 6 and 7). This made it possible to design borrowers’
profiles for each cluster in order to further decision making. Descriptive statistics of
quantitative indicators (Table 6) characterized the significant homogeneity of the resulting
borrowers’ clusters.

Table 6. Descriptive statistics for quantitative indicators.

Variable Statistical Metric
Number of Borrowers in Cluster

1 2 3 4

age

Minimum 23 22 20 22
Maximum 57 32 26 59

Mean 29.2 24.2 23.7 27.7
Standard deviation 9.87 1.68 1.44 8.1

child

Minimum 0 0 0 0
Maximum 2 1 0 2

Mean 1 0.1 0 0.3
Standard deviation 0.4 0.02 0 0.05

aminc

Minimum 10,000 2000 100,000 18,000
Maximum 100,000 60,000 300,000 109,000

Mean 31,531 25,137 138,941 38,500
Standard deviation 17,542 10,252 67,755 21,054

requested loan
amount

Minimum 70,000 50,000 100,000 30,000
Maximum 700,000 900,000 550,000 800,000

Mean 248,125 178,448 165,300 340,681
Standard deviation 167,166 181,339 53,569 232,083

overdue debt
amount

Minimum 0 0 0 0
Maximum 30,000 5000 35,800 3500

Mean 917 172 3735 159
Standard deviation 5300 928 8837 745
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Figure 6. Cont.
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Thus, at this stage, we obtained information about the number of clusters and detailed
characteristics of the borrowers in each cluster. The first cluster was the most numerous
one. It consisted of married women who were 29 years old with higher education who had
jobs with a regular income of an average of RUB 31,531.2, which is consistent with reality.
Borrowers in this cluster had no bad habits, with admisable interests in music and films.
On average, the desired loan value was RUB 248,125, and the average overdue debt value
was RUB 937.5. Their profiles on the internet corresponded to reality. They demonstrated
themselves as ideal family men and were not interested in topics like fraud, gambling, or
drugs. This cluster was the least risky of all clusters and was characterized by the absence
of credit risk.

The second cluster was dominated by single women who were 24 years old with
higher education, who had jobs with a regular income of an average of RUB 25,137.93,
corresponding to reality, and having no bad habits, with good interests in music and films.
On average, the desired loan value was RUB 178,448.3, and the average overdue debt was
RUB 172.41. They showed themselves to be imperfect family people, as their profiles on the
internet corresponded to reality and they were not interested in topics like fraud, gambling,
or drugs. The second cluster had a low level of risk.

In the third cluster, borrowers were mostly single men of 23 years old with secondary
specialized education and who had jobs with a regular income of an average value of
RUB 38,941.2. On average, the desired loan value was RUB 165,300, and the average
overdue debt was RUB 3735.29. They had bad habits, but with a good environment and
good interests in music and films. Their profiles and incomes corresponded to reality, and
they showed themselves to be imperfect family men. They were not interested in topics
like fraud, gambling, or drugs. This cluster was the riskiest, with a high level of credit risk.

The fourth cluster was dominated by unmarried men who were 27 years of age with
higher education and who had jobs with a regular income of RUB 38,500.1 on average. On
average, the desired loan value was RUB 340,681.8, and the average overdue debt was
RUB 159.09. The borrowers in this cluster had bad habits and poor surroundings but with
good interests in music and films. Their incomes and profiles were in line with reality. They
demonstrated themselves as imperfect family men who were not interested in topics like
fraud, gambling, or drugs. This cluster had an average risk value. The final distribution of
clusters by levels of credit risk is shown in Table 7.

Table 7. Clusters of borrowers with corresponding characteristics of credit risk and reliability.

Cluster Number Credit Risk Level Borrower Reliability

1 no risk very high
2 low risk high
3 high risk low
4 medium risk medium
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Based on the identified borrower’s risk (high, medium, low risk, or no risk), in accor-
dance with the instructions of the national bank, credit risk premiums can be calculated by
taking into account the bank’s capital adequacy [11]. Considering that the bank’s interest
rate on a loan is determined based on the borrowed resource for the bank, the risk premium,
the bank’s expenses for obtaining a loan, the bank’s profit, and the risk premium possibly
reaching up to 50–70% for the interest rate, its reasonable calculation is significant.

4.3. Model for Borrower Classification

Having received four homogeneous classes of borrowers, we constructed their profiles
(a set of characteristics that uniquely distinguished borrowers in different clusters from each
other) for further substantiated design of adequate credit risk management strategies. The
challenge was to determine the group and, accordingly, the profile that the new borrower
had. To solve this problem, we needed to make a classification model. This model should
detect the cluster to which that borrower belongs. We selected methods and determined
their comparative efficiencies for the classification. The classification model must be robust
for input data noise and give highly accurate results.

We considered the following types of classifiers: metric, linear, and boosting. Metric
classifiers are easy to use, as they use the analysis of the objects’ similarities in the sample
with training methods, but they are not flexible; they are unstable to data noise and outliers
in the initial data. Linear classifiers are flexible algorithms, but they are limited in that they
assign objects to one of two classes; that is, they are used for binary classification. For the
problem to be solved, this classifier was not suitable. The third type of classifiers, boosting,
allows for combining weak classifiers into one strong one, and on the basis of combination,
they can eliminate the shortcomings of each algorithm.

The use of a metric classifier based on the KNN algorithm and boosting based on
the SGB algorithm for the challenge of new borrower classification showed the following
accuracy results. The classification quality assessment was estimated by the number of
correct predictions of the cluster to which the borrower belonged in the test sample (75% of
borrower data were used as a training sample, and 25% were used as a test sample). Thus,
in the KNN-based model, 83.4% correct assignments of borrowers to clusters was obtained,
and in the SGB-based model, 94.1% correct predictions was obtained.

The efficiency of the classification model was determined by the proportion of correct
predictions. As a metric indicator of the classification quality, the “accuracy” indicator
was used for measuring the model’s general error. This was determined by comparing the
model results with the true value of the credit risk. It was formed as the ratio of correctly
classified objects in the sample (dataset) (Figure 7). The learning curve shows that the
increase of the dataset had no impact on the trained model.

Figure 7. Learning curves.

Thus, it was shown that for the SGB model under a set of categorical (qualitative) pre-
dictors, all variables about the digital footprints of the borrowers predicted the borrowers’
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classes with high accuracy (i.e., the borrowers’ risk profiles). The KNN model was most
suitable for prediction under many quantitative predictors.

Boosting is one of the most powerful recognition algorithms. This is for the adap-
tive technique of composition construction [70,71]. Taking into account the features of
the problem being solved, it was possible to select a set of basic algorithms and a loss
function [72,73], which was to focus on the processed data features. We proposed using
stochastic gradient boosting (SGB), which consists of algorithms that represent boosting
as a gradient descent process. The algorithm is based on the sequential refinement of
a function, which is a linear combination of basic classifiers used to minimize the loss
function. Next, we consider the classification model based on the boosting algorithm in
more detail.

Statement of the Classification Problem

There are many borrowers X and many non-overlapping credit risk classes Y to which
borrowers belong. There is an objective function y∗ : X → Y whose values yi = y ∗ (xi) are
known only for a finite subset of objects {x1, . . . , xl} ⊂ X. The set Xl = (xi, yi)

l
i=1 forms a

training sample of borrowers with numbers of the risk classes.
In general, the training is to restore the dependence y∗ from the sample Xl that is to

construct a decision function (algorithm) a : X → Y , which approximates the objective
function y ∗ (x) not only for the objects of the training sample, but also for the entire set X.
In the classification problem being solved, there are M disjointed classes {y1, . . . , yM} ⊂ Y.
In this case, the entire set of objects X is divided into classes Hy = x ∈ X : y ∗ (x) = y, and
the algorithm a(x) gives an answer to the question of which class the borrower x belongs to.

When solving classification problems, it often occurs that none of the algorithms
used provide the required prediction accuracy. One of the alternative solutions can be
the construction of compositions of these algorithms to compensate for these shortcom-
ings. A composition of K algorithms ak(x) = C(bk(x)), k = 1, . . . , K is a superposition of
algorithmic operators bk : X → R , a correcting operation F : Rk → R , and a decision rule
C : R→ Y : a(x) = C(F(b1(x), . . . bK(x))), x ∈ X. The algorithmic composition will have
the following form:

a(x) = C(F(b1(x), . . . bK(x))) = argmax
y∈Y

K

∑
k=1

akbk(x), x ∈ X. (1)

That is to say, the classification algorithm ak : X
bk−→ R C−→ Y has the following

structure and sequence of steps. First, b(x) calculates some estimate of the borrower’s
getting into a particular class. Then, using the decision rule, the algorithm translates them
into the final result: the class number. With the help of the space of estimates R, the set of
admissible corrective operations is expanded, since when determining F, how a mapping
Yt → Y arises is the problem of choosing an acceptable F as an aggregating function or a
meta-algorithm. When combining the responses of algorithmic operators, the operation
uses estimates of the borrowers belonging to classes that are more accurate. We will use
linear combinations (weighted voting) and adjust our coefficient for each basic algorithm.

The quality function of the algorithm in Equation (1) is defined as the number of errors
made in the training sample:

QK =
l

∑
j=1

(
argmax

y∈Y

K

∑
k=1

akbk
(
xj
)
6= yj

)
(2)
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The task is to minimize the function in Equation (2). To simplify this, we introduce a
heuristic. The threshold loss function of the quality functional is replaced by a continuously
differentiable upper bound L(M). This estimate is one of the variable parameters:

QK ≤ Q′K =
l

∑
i=1

L

(
K

∑
k=1

akbk(xi), yi

)
(3)

In order to minimize the function in Equation (2), we introduce one more heuristic.
When adding the k-th term, only the k-th basic algorithm and its coefficient are optimized,
and all previously introduced terms remain fixed. With the help of this technique, a set of
basic algorithms is optimized; that is, when training the next algorithm, the weight of the
objects for which a classification error was made increases. Thus, it is possible to take into
account the errors of the previous basic algorithms. Taking into account the rate of training
η (gradient step), we have

Q
(

η, b; Xl
)
=

l

∑
i=1

L

(
K−1

∑
k=1

akbk(xi) + ηb(xi), yi

)
→ min

η,b
. (4)

Additionally, we introduce the following notation:

fK−1 = ( fK−1,i)
l
i=1 =

(
K−1

∑
k=1

akbk(xi)

)l

i=1

: the current approximation. (5)

fK = ( fK,i)
l
i=1 =

(
K−1

∑
k=1

akbk(xi) + ηb(xi)

)l

i=1

: the next approximation. (6)

To minimize the function Q( f ), we use the gradient method, initially not paying
attention to the fact that fK has involuntary coordinates. Having obtained the result, we
will further approximate it using a and b. Let us use the initial approximation

f0 := 0, fK,i := fK−1,i − ηgi, i = 1, . . . , l; (7)

where gi = L′( fK−1,i, yi) is the components of the vector gradient and η is the gradient step
(learning rate).

Having determined the vector gradient, we approximate it with the basic algorithm
bk so that (bk(xi))

l
i=1, which approximates the vector (−gi)

l
i=1:

bK := argmax
b

l

∑
i=1

(b(xi) + gi)
2 (8)

The step in Equation (8) reflects the main idea of boosting: the sequential construction
of the compositions of the algorithms, in which each subsequent algorithm strives to
compensate for the shortcomings of the compositions of all previous ones. The function is
minimized using the gradient step, and as a result, a new basic algorithm is obtained.

The formal Algorithm (Algorithm 1) of the method is represented as follows:
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Algorithm 1 Search for basic algorithms and their weights

Input: training sample Xl ; number of iterations K; learning step η.
Output: basic algorithms and their weights akbk, k = 1, . . . , K.

1. Initialize fi := 0, i = 1, . . . , l;
2. For all of them, k = 1, . . . , K:
3. Find a basic algorithm that approximates the antigradient

bK := argmin
b

l
∑

i=1
(b(xi) + L′( fi, yi))

2;

4. Solve the one-dimensional minimization problem

ak := argmin
a>0

l
∑

i=1
L′( fi + ηbk(xi), yi)

2;

5. Update the composition values over the sample.

Objects from the training sample were randomly selected, and the loss function was
given as a logarithmic function. It should be noted that the main tools for tuning the SGB
algorithm were the number of basic algorithms as well as the step of the gradient method.

The homogeneous borrowers’ groups with substantively different profiles designed at
this technology stage provided a basis for the development of differentiated management
decisions (strategies) for operational managing of the bank’s credit risks. Such strategies
were developed separately for each of the four homogeneous clusters. Management
decisions were aimed at the monitoring and prevention of individual loan defaults.

5. Discussion of Results
5.1. Comparative Analysis of Different Borrower Classification Models

To assess the effectiveness of the proposed classification model, we compared different
classification algorithms. We tested a regression model (R-model) based on the logit
transformation method [32,34] and the proposed classification model based on machine
learning methods (ML-model). Since logit regression is used to solve binary classification
problems, we divided the entire sample of borrowers into two groups, reliable and risky,
referring borrowers without risk (reliable borrower) to the group numbered “0” and risky
borrowers to group “1”. We compared the models by their predictive performance and
executed a binary classification. Since the sample of borrowers was not balanced and there
were significantly fewer overdue borrowers, class “1” was predominant. Class “1” in this
case was more important and of greater interest from the point of view of prediction, since
the incorrect classification of class “1” was more expensive for the bank than the incorrect
classification of class “0”. On the other hand, the correct identification of a reliable borrower
will allow the bank to save the cost and effort of manually reviewing the borrower’s data
and conducting a more comprehensive analysis.

Receiver operator characteristic (ROC) curves are commonly used to present results
for binary decision problems in machine learning [74,75]. However, when dealing with
highly skewed datasets, precision-recall (PR) curves give a more informative picture of an
algorithm’s performance.

The decision determined by the classifier was represented using the confusion matrix.
There were four cells highlighted in the matrix. True positives (TP) were examples correctly
labeled as positives. False positives (FP) were examples incorrectly flagged as positives.
Examples that were correctly labeled as negative were true negatives (TNs), and examples
that were mistakenly labeled as negative were false negatives (FNs). The confusion matrix
for the frequency of correct predictive estimates based on the regression model is shown in
Table 8. The confusion matrix for the frequency of correct predictive estimates based on the
machine learning model is shown in Table 9.
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Table 8. Confusion matrix: prediction frequencies of risky and reliable borrowers based on the
R-model.

Observed
Predicted

Percent Correct
Reliable (0) Risky (1)

Reliable (0) 31 (TN) 55 (FP) 36
Risky (1) 6 (FN) 8 (TP) 57

Table 9. Confusion matrix: prediction frequencies of risky and reliable borrowers based on the
ML-model.

Observed
Predicted

Percent Correct
Reliable (0) Risky (1)

Reliable (0) 12 (TN) 74 (FP) 14
Risky (1) 2 (FN) 12 (TP) 86

When plotting the ROC curve, the abscissa represents the false positive rate (FPR) and
the ordinate represents the true positive rate (TPR). The FPR indicator shows the proportion
of negative examples that were mistakenly classified as positive. The TPR indicator shows
the proportion of positive examples that were correctly classified. When plotting the PR
curve, the abscissa represents the recall (which was the same as the TPR), and the ordinate
shows the precision (characterized the share of the examples that were classified as positive
which were really positive). The goal in the ROC space is to be in the upper-left-hand
corner, and in the PR space, the goal is to be in the upper-right-hand corner.

The area under the ROC curve (AUC-ROC) is a measure of the quality of the classifi-
cation model as a whole. The area under the curve is defined as the sum of the trapezoidal
areas between the ROC points. The area under the PR curve (AUC-PR) was calculated by
the same method. The differencies between comparing the models in ROC and PR space
for the sample size n = 100 are given in Figure 8.

Figure 8. Cont.
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Figure 8. The differencies between comparing the models in ROC and PR space (sample size n = 100)
for the ML-model in AUC-ROC space (a), ML-model in AUC-PR space (b), R-model in AUC-ROC
space (c), and R-model in AUC-PR space (d).

For dataset n = 100, the AUC-ROC for the ML-model was 0.61, and the AUC-ROC for
the R-model was 0.52, so the ML-model had the higher predictive power to identify risky
borrowers. The AUC-PR for the ML-model was 0.27, and the AUC-PR for the R-model was
0.42; that is, in general, the R-model was more accurate for the small dataset. Thus, from
the point of view of the predictive power of the borrower’s risk, the model which more
accurately identified risky borrowers as really risky is preferred more compared with the
others, although it had a lower accuracy in general for the small dataset.

A series of simulation experiments was conducted to determine the relationship
between the accuracy of the machine learning model and the borrower’s sample size. It is
shown that with an increase in the borrower’s sample size, the prediction accuracy of a
risky borrower increased (Figure 9).
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Thus, when predicting rare events, the machine learning model gave more correct
results in comparison with the regression models. To predict risky borrowers, it was
preferable to use a machine learning model.

5.2. Comparative Analysis of the Proposed Methodology and Models with the Traditional Credit
Scoring Model

The organization of management decisions to minimize the bank’s credit risks due
to inaccurate loan payments by individuals is based on loan portfolio diversification.
Diversification of the bank’s loan portfolio is a method for minimizing credit risk based
on the individual lending conditions for each group of borrowers, including loan terms,
the types of loan collateral, and the maximum of loan value [69]. Diversification is carried
out with various criteria, including the sectoral segment, geographic location, capital size,
ownership, risk/return ratio, and obligations.

Comparative analysis of the effectiveness of the proposed methodological approach
and the traditional approach for individual CW assessment yielded the following results.
CW assessment by the existing (basic) methodology, which consists of a three-stage proce-
dure (initial verification of borrowers for compliance with loan conditions, implementation
of credit scoring according to basic indicators, and final assessment of the borrower’s CW),
is demonstated in Tables 10–12.

Table 10. Step 1: checking borrowers for compliance with loan conditions.

Borrower ID
Checking for Compliance with Loan Conditions

Interim Assessment on a
4-Point ScaleRF

Citizenship
Working

Age
Permanent

Work
Registration in the Region where
the Borrower Applies for a Loan

001 + + + + 4
002 + + + + 4
003 + + + + 4
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Table 11. Step 2: final credit scoring.

Borrower
ID

Financial Position Sociodemographic Data Credit History
Final

Assessment
Score

Regular
Income

Monthly
Income Gender Age Education Profession Marital

Status Children
Out-

Standing
Loans

Delays in
Payments

001 + 29,000 f 28 high specialist married - absent 10
002 + 23,000 f 21 special seller single - absent 8
003 + 32,000 m 26 high teller single - absent 9

Table 12. Step 3: determination of the borrower’s CW.

Borrower ID Requested Loan
(RUB)

Requested Loan
Term (years)

Interest Rate
(%) CW Class

001 300,000 5 12 high (no risk)
002 500,000 7 11 high (no risk)
003 200,000 5 12 high (no risk)

CW assessment by the existing creditworthiness methodology gave the following
results: all borrowers were reliable and could be issued a loan. For comparison, the same
borrowers were assessed using the proposed methodology. The results of this assessment
are shown in Table 13. A comparison of the borrowers’ reliability in terms of their CW is
given in Table 14.

Table 13. Assessment of reliability and borrowers’ risk according to the proposed methodology.

Variable/Indicator
Borrower ID

001 002 003

age 28 21 26
child 0 0 0
aminc 29,000 23,000 32,000

dessum 300,000 500,000 200,000
gender 1 1 0

edu 1 0 1
empl 1 1 1
mar 1 0 0

avinc 1 1 1
bad hab 0 0 0

ints 0 0 0
bad env 1 1 1

mus 1 1 0
mov 0 1 1
inc 0 0 0

ideal fam 0 0 0
profile 1 0 0
fraud 1 0 0
illness 0 0 1

gambling 0 0 0
drugs 0 0 0

forbidden 0 0 1
career 0 0 0

Cluster of the borrower 4 2 3
Credit risk level medium low high

Reliability medium high low
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Table 14. Comparison of the borrowers’ risk using the old and offered methodology.

Indicator
Borrower ID

001 002 003

Level of CW (and risk) by the old methodology high
(no risk)

high
(no risk)

high
(no risk)

Level of CW (and reliability) by the new methodology medium medium medium
Potential risk associated with an incorrect assessment of the

borrower’s CW (for the entire crediting period) (RUB) 90,000 25,000 160,000

The aggregate risk associated with an incorrect assessment of the CW, riskiness, and
reliability of borrowers was about RUB 275,000 for the presented sample, and for the entire
analyzed borrowers set, this value would be more than RUB 5 million. Taking into account
that the implementation of the proposed methodology with software and training of credit
department employees would cost about RUB 1 million, the net profit per year for the bank
would be more than RUB 4 million.

6. Conclusions

The aim of this research to develop a methodology for potential borrower CW assess-
ment from the perspective of his or her risk profile, to design new models for clustering
and for classification in the framework of the supposed methodology using social, antropo-
metric, and financial indicators, characterizing not just the borrower but also the additional
indicators of his or her digital footprint, was fully achieved. The suggested methodology
as an adequate tool for borrower CW assessment ensured the reduction of credit risks
for financial organizations and increased the efficiency of their functioning. A model
for borrower clustering based on the method of hierarchical clustering and the k-means
method was designed, which grouped actual borrowers having similar CW scores and
similar values of credit risk into homogeneous clusters. A model for borrower classification
based on the stochastic gradient boosting (SGB) method was constructed which reliably
determined the number of cluster and therefore the risk level for a new borrower.

These new results were obtained over the course of the investigation:

1. The new factors for a comprehensive assessment of the borrower’s risk profile were
compiled as well as economically and financially substantiated. The data about
borrowers, collected on the basis of their digital footprints, reflected more complete
and adequate borrower digital profiles and should be included in the methodology
that, in turn, helps a financial organization to design individual credit trajectories for
each borrower and to improve the issued loans’ quality.

2. A new methodological approach for borrower CW assessment was proposed, which
was designed to reduce credit risks and increase a bank’s financial stability.

3. Models for clustering and classification were suggested which, by being a part of the
methodology, gave more reliable results about borrower risk profiles and were the
basis for making decisions about loan conditions for new borrowers. Application of
these models increased the efficiency of financial decisions.

The reliability and validity of the obtained results were determined by the adequacy
of the selected mathematical tools for the research object and confirmed with real data.
Economic efficiency of the improved methodology for borrower CW assessment was
confirmed. The introduction of the obtained results into practice would contribute to the
sustainable development of financial organizations.
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