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1. Introduction

In the last three decades, the area of g-calculus has acted as a bridge between applied
mathematics and engineering sciences. Many mathematicians studied the various fields of mathematics
such as g-differential equations, g-integrals and differentials, g-series, g-trigonometric functions,
g-hypergeometric functions, g-gamma and g-beta functions, and many properties, which are based
on the discovery of g-numbers by Jackson (see [1-24]). This g-calculus plays important roles in many
different areas of mathematics such as number theory, combinatorics, special functions and analysis,
differential equations, and numerous interesting properties of them (see [1,2]).

The following diagram shows the variations of the different types of degenerate Bernoulli
polynomials, Bernoulli polynomials, and g-Bernoulli polynomials. Those polynomials in the first row
and the second row of the diagram were studied by Carlitz [5] and Kim and Ryoo [13,14], respectively.
The study of these has produced beneficial results in combinatorics and number theory. The motivation
of this paper is to investigate some explicit identities for g-cosine Bernoulli polynomials and g-sine
Bernoulli polynomials in the third row of the diagram.
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— L (14 AT = T Bun (1) 5 (LA 1 . . ,
(1:irx\t) A—1 5 L ool - ——  (degenerate cosine Bernoulli polynomials)
(degenerate Bernoulli polynomials) (1.4 20)sinty) = Lo B (5.0

(degenerate sine Bernoulli polynomials)

ﬁe’“ cos(ty) = ¥, B©) (x,y)5

f et=y%, Bn(x)% (cosine Bernoulli polynomials)

et —1
(Bernoulli polynomials) et%leﬁ sin(ty) = Yalo B;(as) (xy );tTn'

(sine Bernoulli polynomials)

t - n
i E,’q(i’) — 1€q(xt)cosq<ty) - Zn:O CBﬂ,q(x/y>E

———eq(xt) = 1570 Bug(x)— (g-cosine Bernoulli polynomials)
eq(t) —1 nl —— ; fmn
(g-Bernoulli polynomials) meq(xt)SI Ny (ty) = Yoo SBn,q(x,y)E
q .

(g-sine Bernoulli polynomials)

Properties of certain g-orthogonal polynomials are connected to the g-oscillator algebra. The Wall
and g-Laguerre polynomials are shown to arise as matrix elements of g-exponentials of the generators
in a representation of this algebra (see [21]). Throughout this paper, the symbols N, Z, R and C denote
the set of natural numbers, the set of integers, the set of real numbers, and the set of complex numbers,
respectively.

We would like to begin by introducing several definitions related to g-numbers used in this paper
(see [3,4,7,9,10,17,19,21,25-27]). For any n € N, the g-number can be defined as follows.

_1—=q" i_ 2, 4 a1
[n]q_l_ =Y ¢d=1+q+q+ - +q"", where g #1. (1)
1 o<izn

We would like to begin by introducing several definitions related to g-numbers used in this paper.

Definition 1. The Gaussian binomial coefficients are defined by:

m { 0 ifr > m 2
=\ Q=ga-—g" (g / 2
"1, A-pp)-a-q)  Jr=sm

where m and r are non-negative integers. For » = 0, the value is one since the numerator and the
denominator are both empty products. Like the classical binomial coefficients, the Gaussian binomial
coefficients are center-symmetric. There are analogues of the binomial formula, and this definition has
a number of properties (see [3,4,6-9,11,12,19,22]).
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Definition 2. The g-analogues of (x — a)" and (x + a)" are defined by:

1 ifn=20

v (xea);:{ (x—a)(x—qa)---(x=q""la) ifn>1"

(3)
y n_ 1 ifn=0 .
(ii) (x@a)q = { (x+a)(x+qa) - (x+q"'a) ifn>1 , respectively.

Definition 3. Let z be any complex numbers with |z| < 1. Two forms of g-exponential functions can be
expressed as:

ez)= Y 2 Bz =Yg )
n=0 [ﬂ]q. n=0 [n]q'

From Definition 3, we note that (1) e;(x)e;(y) = e;(x +y) if yx = qxy, (2) e5(x)Eq(—x) = 1, and
(3) e;1(x) = Eq(x).

Definition 4. The definition of the g-derivative operator of any function f follows:

f(x) — f(g%)

D) =0

x #0, (5)

and Dyf(0) = f'(0).
We can prove that f is differentiable at zero, and it is clear that Dyx" = [n],x" 1.

Definition 5. We define the g-integral as:
b ©
| fdgr = 1= q)b 1 /(). (6)
j=0

If this function, f(x) is differentiable on the point x, and the g-derivative in Definition 4 goes to
the ordinary derivative in the classical analysis when g — 1.
Definition 6. The g-trigonometric functions are:

eq(ix) — eg(—ix) E4(ix) — Fq(—ix)

sing(x) = o SINy(x) = 5 )
cosy (x) = eq(ix) +zeq(—ix)’ €08, (x) = E,(ix) +2Eq(—z’x)’

where SINy (x) = sing1(x), COS,(x) = cos,-1(x).

In various mathematics applications, which include number theory, finite difference calculus,
combinatorial analysis, p-adic analytic number theory, and other fields, the Bernoulli, Euler, and
Genocchi polynomials are widely studied. Acknowledging their significance, many mathematicians are
familiar with these numbers and polynomials, and they have been studied for a long time. The previous
definitions and theorems are also applied to polynomials, and their properties are studied in various
ways in combination with Bernoulli, Euler, and Genocchi polynomials, which are considered important
(see [1,5,13-18,20-26,28]). The definition of g-Bernoulli polynomials is as follows:

Definition 7. g-Bernoulli numbers, B 4, and polynomials, By, 4(z), can be expressed as(see [17]):

ad t" d " t

t
Bug— = ———r,
Z " ) eq(t) —1

n=0
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Recently, in [13], we confirmed the properties of cosine Bernoulli polynomials and sine Bernoulli
polynomials. The definitions and representative properties of cosine Bernoulli polynomials and sine
Bernoulli polynomials are the following.

Definition 8. Cosine Bernoulli polynomials B (x,y) and sine Bernoulli polynomials B (x,y) are defined
by means of the generating functions:

n

" t © S ¢ ¢ ‘
T 1 txcos(f]/)r Z B£1 )(x,y)ﬁ = 1etxsm(ty), (9)
n=0 .

n!

Y B (x,y)
n=0

Theorem 1. For n > 1, we have:

(i) B9 (x+1,y) — B (x,y) = nCp1(x,y),

(10)
(i) B (x+1,y) — B (x,y) = nSy_1(x,y).

Based on the above, many studies can confirm various polynomials and their properties (see [28]).

The main aim of this paper is to identify the property of g-cosine Bernoulli polynomials and
g-sine Bernoulli polynomials. In Section 2, we introduce cosine Bernoulli polynomials and sine
Bernoulli polynomials combined with the g-number and confirm various properties and identities of
polynomials. Here, we use the properties and exponential functions associated with the g-number. In
Section 3, we can affirm the structure of the approximation roots of g-cosine Bernoulli polynomials
and g-sine Bernoulli polynomials. By changing the g-numbers, we can find interesting properties
and speculations.

2. Some Properties of g-cosine Bernoulli Polynomials and g-sine Bernoulli Polynomials

In this section, we introduce g-cosine Bernoulli polynomials and g-sine Bernoulli polynomials.
By using the g-exponential function and g-trigonometric function, we can find various properties
and identities.

Lemmal. Lety € Randi = +/—1 € C. Then, we have:

(i) Eq(ity) = COS4(ty) 4+ iSINy(ty)
(if) E4(—ity) = COS,(ty) — iSIN,(ty),

where SINg(x) = sing1(x), COSy(x) = cos 1 (x).

Proof. To find a relation between the g-exponential function, E;, and the g-trigonometric function, in
particular g-sine and g-cosine functions, we can make the following equation:

() Eylity) = 20T E (1Y) Eality) By (it

E,(ity) + Eq(—ity)  Eq(ity) — Eq(—ity) (12)
+1 -
2 2i
= COS,(ty) +iSINy(ty),

and:
(i) Eg(—ity) = D10 Ealoi) — By(iy) By ()
_ Eq(ity) + Ey(—ity) . Ey(ity) — By(~ity) (13)
2 2i

COS,(ty) — iSIN(ty).
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Therefore, we obtain the required results, Lemma 1. O
Lemma 2. Let x,y € Randi = +/—1 € C. Then, we have:

(i) eq(tx)Eq(ity) = eq(t(x @ iy)q)

- : ) (14)
(ii) eq(tx)Eq(—ity) = eq(t(x ©1iy)q).
Proof. (i) Using the property of two g-exponential functions, we can find:
(0Eg(ity) = ¥ 2" 3 q® iy L
? n=0 Tl]q! n=0 / [Tl]q
o] n n k tn
_ (3) =k k
22" (iy)
£ (B[] o) =
o) " tn
= x®i
7;)( y)q [n]q|
= e;(t(x Diy)q),

which is the required result.
(ii) By substituting —ity in (i), we can find the result (ii) in the same manner, so we omit this proof. [

Theorem 2. For |q| < 1, we obtain:

R ‘ ¢ 2t
(Z) Z (Bnq @1]/ )+Bn,q((x91y)q)) [1’1] ' = ( )_1 (tx)COS (t]/)
n=0 q (16)
P . ¢ 2it
(”) 2 Bnq X@ly ) Bn,q((x@l]/)q)) [”]q! = ( ) R (tx)SINQ(ty)
Proof. (i) By taking (x @ iy), instead of z in g-Bernoulli polynomials and applying Lemmas 1 and 2,
we obtain:
Y Bua((x @ in)y) oy = oo —qen(tx @ )y)
= g eq(t) —
t
- ; 17
i ) (17)

_ ﬁ 2 (1) (COS, (ty) + iSIN, (ty)).

In a similar way, we can find the following equation,

n

Y Bug(x© iy)g) e = — L, (1x)(COS (ty) — iSINy (ty)). (18)
=0 ]! eq(t) =1

From (17) and (18), we can find:

3 (B 1)) + Bual (5 © ) 3 = -4 (¥1COS, (1), (19
and: - ; o
Y (Bug((x @ iy)g) — Bn,q((iny)q))[t] T = ! eq(tx)SINg (ty), (20)

nlgt eq(t) —1

n=0

which is the required result shown of Theorem 2. [
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From Lemmas 1 and 2 and Theorem 2, we need to find some properties of e;(tx)COS,(ty) and
eq(tx)SIN,(ty) in order to investigate some identities of special polynomials (see Definition 9).

Let:

Yl

eq(tx)COS, (ty) = Z Cngq(x, y)[ g eq(tx)SIN, (ty) = Z Sng(x, 1) T ] . (21)

Then, we can find Lemma 3.

Lemma 3. Let k be a nonnegative integer. Then, we derive:

T,
(i) Cn,q(x/y): |?k] (_1)kq(2k_l)kx”_2ky2k
q

k=0
[n—l] (22)
.. 2 n .
(if) Spq(x,y) = k;) okt 1 (—1)kq(@+Dkpn—(2kt1) 21

where [x] is the greatest integer not exceeding x.

Proof. (i) We also know that the cosine functions consist of even terms in power series. In the same

manner on quantum-calculus, we note that COS;(x) = Y77 ([;nl])qi; q2n=1nx21 (see [12]). Multiplying

COS,(ty) in the g-exponential function, we have:

x"

(

(
k=0
(5]

;Cn,q(x tn i (Z [Zk] 1)kq(2k—1)kxn—2ky2k) [1:]:' (24)

[eS) 2n
n. (2n—1)n,2n t
L o

Mg

eq(tx)COS,(ty) =

3
Il
o

[1e

(—1)kg(2k—Dk gk, 2k gtk
Y Tn— KJ112K,! (23)

n 0

n+k

I
agk

1)kq(@k-1)kyn—k, 2k gt
kn—
A A e

Il
)

n

From Equation (21), it holds:

By comparing the coefficients of both sides, we complete the proof of Lemma 3(i). (ii) We also note

that SING (x) = Y37 [2(; J:Hq! g+ x21+1 in quantum calculus (see [12]), and we can derive:

g (£)SIN (ty) = 2 an p Tk (_l)kq(2k+1)ky2k+l (2l
1 = [n—K],! [2k +1],!

n=

(25)
= i i n+1+k (71)kq(2k+1)kxn_ky2k+1 ﬂ
n=o \k=o | 2k+1 A TETT
By applying (21), we can change Equation (25) as follows:
o [["F] n k (2k-+1)k n—(2k+1), 2k+1 g
- -1 n— " 5
; kg) 2%+ 1 q( )eq(kDky y . )
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From the equation above, we can find the required result of Lemma 3(ii). O

Now, we will introduce the g-cosine Bernoulli polynomials and g-sine Bernoulli polynomials
considered in the previous lemmas and theorem.

Definition 9. Let x, y be real numbers. Then, g-cosine Bernoulli polynomials and g-sine Bernoulli polynomials
are defined by:

ﬁocBn,q(x,y) [;L! = t; —¢q(t1)COS (ty), (27)
and: . )

Eoan,q(xry) [;}q! = eq(t)t_ —e(1X)SINy (), (28)
respectively.

Corollary 1. From Theorem 2 and Definition 9, it holds:

(i) 2¢Bug(x,y) = Bug((x ®iy)q) + Bug((x ©iy)g)

o . . (29)
(i) 2isBng(x,y) = Bug((x ®iy)q) + Bng((x ©1iy)g).
Theorem 3. Let x,y € R. Then, we have:
) " |n
(Z> CBﬂq X, J/ ];;‘) k qu n— kq(x y)
! (30)

. " |n
(i) sBug(x,y) =Y. [k] BigSn—kq(x,y),
k=0 "],

where By, 4 is the g-Bernoulli numbers.

Proof. (i) Here, we will show a relation between g-cosine Bernoulli polynomials and g-Bernoulli
numbers. From the generating function of g-cosine Bernoulli polynomials, we can find the following
Equation (31).

[e] tn

Y CBualo¥) = oy —qea(HICOS, (1)

n=0
:ZB

n=0

n=0 \ k=0 q q

From (31), we can clearly obtain the required result of Theorem 3(i).
(ii) We omit the proof of Theorem 3(ii) because we can derive the required result if we use a similar
proof method as the proof in Theorem 3(i). [

tYl

L
Cuqlx,
q n]q! 7;) n,q( ]/) [Tl

Jq!

Theorem 4. Let n € Z and x,y € R. Then, we derive:

k=0

[Z} cBrg(x,y) — CBn,q(xry)>
q

(ii) Sn_qu(x,y) = [7’11},7 (Z |}5| SBk,q(xly) Sanﬂi(xfy)) .
q

k=0

(i) Cn 1,7(3(]/ (i

(32)
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Proof. (i) We can transform the generating function of the g-cosine Bernoulli polynomials as follows
when ¢, (t) # 1.

n

ad t
Byg(x,
n;OC l]( y) [”]q!

The left-hand side of Equation (33) can be transformed to:

(eg(t) —1) = teg(tx)COS,(ty). (33)

i CBnq(x y)[t]nq (eq( ) — 1) = i (i [Z] CBk,q(xry) — CBn’q(x,y)) [;n 3 (34)
q

n=0 n=0 \ k=0

and the right-hand side of Equation (33) is transformed as:

tl’l-‘rl n

chqu Z nqu?/)[

njqt

From (34) and (35), we complete the proof of Theorem 4(i).
(ii) Since we can find the required result from the same method (i), we omit the proof of
Theorem 4(ii). O

Theorem 5. Let a be a real number. Then, we investigate:
: = |n n—k_("55 n—k
(i) cBug(Ly) =Y, el D2 (kg Cr,g(a,y) + cBiga,y))a
k=0
! (36)
k=0

(i) sBug(Ly) = 3 M (=1)" g2 (KyS-1(0,9) + sBrg(a,y))a" .
q

Proof. (i) In the Introduction, we referred to the two kinds of g-exponential functions and noted that
eq(x)Eq(—x) = 1. Using this property of g-exponential functions in g-cosine Bernoulli polynomials,
we have:

d " t
r;)CBWJ(Ly) [”]q! = eq(t) 1 (e‘7<t) -1+ 1)COS‘7(ty)
:teq(ta)cosq(ty)gq(—tauﬁ (ta)COS, (ty)Eq(~ta)
€q
o n o0 n (37)
! &) (—a) |
; Cu— 1q a, y)[ ]Q'n;()q ( u) [n]q'
iCBn () Lo ¥ (e
n=0 ! [ ]Q' n=0 [ﬂ]q'
Applying Cauchy’s product in Equation (37), we obtain
0 g 0 n n—k . i
;CBHQ 1 ]/ [ ] :7;) (k;) [Z [k] Ck 1q(a y)q( 2 )(_a) k) [n]q!
' (38)
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where the required result (i) is completed instantly.
(ii) From the g-sine Bernoulli polynomials, we can consider the following equation in a similar way

to (i).

n

ian,q(lry) t |
[n]y!

n=0

_ eq(t)t_l(eq(t) — 14 1)SIN, (ty) (39)

t
= teq(ta)SINy (ty)Eq(—ta) + ﬁ g(ta) SINg (ty) Eq(—ta).
Using the same method (i), we are able to find the required result (ii). [

Corollary 2. From Theorem 5, it holds:

) BaLy) =Y (™) (~1)" F(kC 1 (a, By(a,y))a"
@ By = 3 () (@) + Bulay)e

o

() sBa(1y) = X () (1" MkSic1 () + sBila, )

(i) Y. m (=" "2 kg4 (1,)
k=0 q
n (40)
:CBn,q(lr]/) - Z lk] ( 1)71 kq( )Cqu(l ]/)
k=0 q

k=0

() Y M (=1)" g2y 1,4(1y)
q

=sBuy(1,y) — i m (—1)" kg2 )squ(l y).
k=0 q

Theorem 6. Let x,y, and r be any real numbers. Then, we investigate:
(i) cBug((x@7)q,y) +sBug((x©7)g,y)

" n n-ky _
=) K g2 )k (CBk,q(xr]/) +(=1)" kSBk,q(xr]/>)
L dq

(it) sBug((x®7)q,y) + cBug((x©7)g,y)

= |n ("7 n—k n—k
=Y || a0 (sBeg (v, ) + (—1)" By (xy) ) -
L 1g

Proof. (i) By substituting (x @ r), into x in the generating function of g-cosine Bernoulli polynomials,
we can see the following equation.

tn

i}CBn'q((x ©1)g,Y) i = eq(t§ — 1eq(if(x ©7)7)COS,4(ty). (42)

njg!
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Using Lemma 2(i) in Equation (42), we have:

n

Y- cBual (270 ¥) iy = g~ (ICOSy 1) Fa(e)
& tn o n tﬂ
L el gy Lot g
= i Xn: H 92 ) By (x,y)r" " i
=0 \ ko |k g (]!

In a similar method, we can find the following equation.

ianq x@ q,y)[ ]nq ( )t_l (tX)SINq(ty)Eq( )
0 noly ok (1=K #n
=L (Z Mq(_l) sy k) [l

By adding (43) with (44), we can derive the result (i) of Theorem 6.
(ii) We also can find the following equations,

gan’q((x@r)q’y) [n]nq! - (t§ eq(t(x © 1)) SIN, (ty)
= TSI a9 ()

chn,q((xer)q,y)[tT, = (t)t eq(t(x ©7)4)COS,(ty)
- (t)t 4 (£x)COS, (ty) Eg(—tr).

Using Equation (45) appropriately, we can obtain the required result (ii) of Theorem 6. [
Corollary 3. From Theorem 6, it holds:

(i) CB_n,q_((x D 7’)qr]/) + CBn,q<(x © r)q/y)

n| ek,
P g2 )k (CBk,q(x/y) +(=1)"*eByy(x, y))
Ll

sBng((x®7)g,y) + sBug((x©7)g,y)

»
HI' B
o

—~
~
~

~—

n n—k n— n—
' gl ek (SBk,q(xry) +(=1) kSkaq(x’y))‘
g

|
=

T
(e}

10 0of 18

(43)

(45)
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Corollary 4. Setting v = 1 in Theorem 6, it holds:
(i) CBn,q((x @ 1)qr]/) + SBn,q((x © 1)q/y)

=3 4] 0 (eBaton) + (1B e)
oo 47
(if) Sffn,_q((x@mqr]/)+CBn,q<(x91>qr]/) (@)

n n n—k n—
=Y 7] 4" (sBrg(x) + (—1)" By (xy) ) -
k=0 [ ] q

Theorem 7. For x,y € R, we derive:

) d 0

(i) 5 cBug(x,y) = [nlgcBu-1,4(x,y), @cBn,q(xr]/) = —[nlgsBn-1,4(x,qy).

(48)

.. d 0

(if) —an,q(x,y) = [”}qunfl,q(xrl/)/ *SBn,q(x/y) = [”]qCanl,q(x/ qy)-
ox ay

Proof. (i) Considering the g-partial derivative for x in the g-cosine Bernoulli polynomials, we have:

i ai Byq(x,y) [t; = ent ;_1 aa (eq(tx)) COS,4(ty). (49)
Here, we note that:
e " e ()"
Dyey(tx) _n;x 1m = tﬂ;) orie teg(tx). (50)

Therefore, we obtain:

d t" t
af Bn,q(x,y) [Vl ' =t e (i’X)COSq(ty)

HM8

(51)
0 t}’l+1 0 B tn
= ’ECBM(xry)W = ngb[”]q(? nfqu(x/]/) [n]q!
For g-exponential function E,(tx), we note that
n—1 00 n
DyEs(tx) =t Y g b (xt) =t 4% (gtx) tE,(qtx) (52)
[n— 1]q =0 [”]q

and the g-derivative of g-trigonometric functions is:

D;SIN;(x) = COS4(gx), DyCOS;(x) = —SINg(qx). (53)
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To find the required result, we derive:

D,COS, (ty) = =Dy (Eq(ity) + Eq(—ity))

271
1& » (it)"
=3 L a0y + (1Y)
Ly olaty)" s o (Zigty)”
= |1 @) —1t () (54)
2\ BT e T R
_ it(Eq(iqty) — Eq(—iqty))
2
_ HEq(igty) — Eq(—iqty))
2i ’
Since SIN, (x) = S E1™) e can find:
D,;COS,(ty) = —tSIN,(qty). (55)
Hence, we investigate:
3 CBaa( ) = i —7ealt0) 5 €O, (1)
= ]yt eq(t) —1 ay
12
= feq(t)i_leq(tx)SINq(qty) (56)
o) t}’l-‘rl [ "
= - n;)an,q(xr W)[T]q! == E[”}qun—l,q(er)Wr
and complete the proof of Theorem 7(i).
(ii) We note that:
1 ) )
DySIN,(ty) = 5 Da (Eq(ity) — Eq(—ity)) = tCOS4(qty). (57)

By using Equation (57) and applying a similar proof method as (i), we can find the required result, so
we omit the proof of Theorem 7(ii). [

Based on the content above, we introduce the new type of g-Bernoulli polynomials, which are
polynomials of g-cosine Bernoulli polynomials when x = 0.

Definition 10. For y € R, we define the new type of q-Bernoulli polynomials as:

[
n tn

0 # ¢ t
H;OCBW%(]/) [”]q! = eq(t) — 1COSq(t]/)/ r;)SBYW(]/) [n]q! = eq(t) — 151Nq(ty)' (58)

Theorem 8. Let x,y be real numbers. Then, we have:

(i) cBug(x,y) = i [Z] CBig(y)x"*

(ii) sBug(x,y) = i Z] sBig(y)x" ",
q
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Proof. (i) From the g-cosine Bernoulli polynomials, we find:

- t"
L
Yl]q. n=0

n

o0 t o0
Z CBn,q(xry)? = Z CBM(]/)
: n=0

n=0 [n]g [ ]!
3 EH e | L “
= CBrg)x" " | 7
=0 \i=o Lk q ! [1]4!
and we obtain the required result (7).
(ii) We omit the proof of Theorem 8(ii) because the proof is very similar to (i). O
Corollary 5. Putting x = 1 in Theorem 8, it holds:
" n
cBua(Ly)+ sBua(Ly) = 1 || (cBra(v) +Big(s). (61)
= q

3. The Structures, Experiments, and Speculations of Specific Approximations of ¢Bj 4(x, y) and
sBug (% y)

In this section, we would like to confirm the specific polynomial of g-cosine Bernoulli polynomials
and g-sine Bernoulli polynomials. Mathematica can be used to identify the structure and build-up of
the roots of polynomials to think bout a number of assumptions.

Example 1. The specific polynomials of Cy, 4 defined in Section 2 are shown below:

CO,q(xry) =1

Cie(xy) =x

Coq(x,y) = x> — gy

Caq(x,y) = x> —q(1+q+q*)xy

Cag(x,y) = x* —q(1+4°) (1 + g + 7))y + ¢°y*

Coqx,y) =X —q(L+ )1+ 9+ ¢+ + ) +°(L+ 9+ ¢ + ¢ +q")xy*

Let us take a look at the specific shape and structure of the roots for the g-cosine Bernoulli
polynomials defined in Definition 9, which are related to Cy, 4.

Example 2. By using the q-cosine Bernoulli polynomials from the theorems obtained in Section 2, we can
discover the following:

cBog(x,y) =0

cBig(xy) =1

cBog(x,y) = (1+4q)(1+x)

cBag(xy) = (1+q+a)2+x+22+q(1+x—1%)

CBag(x,y) = (=Y A+2+ (g +g) (1 +x) —g g+ Px?

1—9q

Let us check the structure of the roots of these g-cosine Bernoulli polynomials. First, assume that
y = 5. Let us change g and 7 in these circumstances. Then, the following Figure 1 can be obtained.
First, when g is fixed at 0.9, the figure on the left is when n = 10, the center is when n = 20, and the
right is when n = 30. Then, the following Figure 1 can be obtained.
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Figure 1. Approximate root of ¢ B, 99 (x,5) for n = 10, 20, 30.

Based on Figure 1, we can assume that the larger the value of 1, the more elliptical the structure
becomes, excluding the three real roots. Figure 2 is the structure of approximation roots when n = 50.

Im

0
J
;5
(]
(]
[]
(]

oo,

YR IENT S S S Ty

0 0 A

=2

L]

[}

[}

0 -5
[]
L)

,hw.

Figure 2. Approximate roots for ¢Bsp0.9(x,5).

From the Figure above, we can make the following assumption.

Conjecture 3. The greater the value of n is in B, 09(x,5), the greater the distribution of approximate roots
leaving out the three real roots shows an elliptical structure leaving out the three real roots.

Now, we are going to leave y at five and change the value of 4. The following Figure 3 shows the
distribution of the roots at g = 0.5. The figure on the left is the distribution of approximation roots at
n = 10, and the figure on the right is at n = 30. In Figure 3, we can see that as n increases, the roots

excluding three real roots become closer to a circle.

Figure 3. Approximate roots of ¢B, 0 5(x,5) for n = 10, 20, 30.

Here, we can make the following assumption through Mathematica and also by observing

Figures 1-3.

Conjecture 4. cB(n,q)(x,5) always contains only three real roots in the range of 0.5 < g < 1.
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Let us look at the structure of the roots that supports the assumption above. Figure 4 is when y is
fixed at five. In Figure 4, the left figure shows the structure of approximations at 4 = 0.9, and the right
figure shows when g = 0.5.

Figure 4. Stacking structure in 3D of ¢B, 4(x,5) for 2 < n < 30,0.5 < g < 0.9.

Let us check Figure 5 by observing the last picture of B, 01(x,5). As before, fix the value of y at
five. The left figure in Figure 5 shows the location of the approximations at n = 10, while the middle
one shows when n = 20, and finally, the right one shows when n = 30. Most importantly, in Figure 5,
we can see that as the value of g approaches zero and as n increases, the structure changes from an
ellipse to a circular structure.

Figure 5. Approximate roots of ¢By, 91 (x,5) for n = 10,20, 30.

From now on, let us look at the polynomial of S, , 4 associated with the g-sine function and find
the g-sine Bernoulli polynomials.

Example 5. If you obtain a specific polynomial of Sy, ; 4, this is the following:

Solq(x,]/) =0
Sl,q(x,y) = 1qu

xy
S24(%Y) 1+4g+g?

Yy =P+ 42y
520000 = AT @)
x3 3(1 4 g®)xy®

S40(x,7) y (1 +g%)xy

Tl qt PP+ I+

Here, we will visualize the structure of the roots in C;, ;, ; and in Sy, ; 4. Figure 6 shows the build-up
of roots for Cy,p 4. After fixing y at five, the figure on the far left is shown at 4 = 0.9 and the figure on
the far rightis at g = 0.1.
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The following Figure 7 shows a stacked structure of roots for Sy ; 4. This is also a form obtained
under the same conditions shown in Figure 6, and compared to Figure 6, the lower the value of n
for g = 0.9, the more likely it will have a slightly different change in location from Cy, , ;. While the
distribution of approximation roots appears similar, we can figure out that the approximation roots
themselves are different.

" ] !!2?! ] } i ] fz’ ] i " ! i
[} 8 tiammy ¢ H H 1 I H H H
20 il 20
0+ (] 10 [ | [ ] 00 [ ]
\ L] . |
L L] “ ' .

mmw L L Il L .\ (] .\ [] L L Il L L W'Q.B .\. L0 \. .\ ! L0 .\. mmw (] Il Il Il L]

-0 0 2 -5 0 5 1 0 1

Re Re Re

SRR T - | .
[ [} [ JIN] (] [ ] ] (1 1} [ ]
20 il 0
% LIRSS S ¢ 1 Rt | I H 1 H
ol o R ANES ol Ll G ;
.. 0. Ll N ) .l .0 !?!
.0. %.' L} ..: .l. L}
' ] ' L] ' [} : . : |
00— ———— . S In0f e — Inpg e ———————
-10 0 10 -2 -1 0 1 2 01 00 01
Re Re Re

Figure 7. Stacking structure of S, 4(x,5) for 2 < n < 30,9 = 0.9,0.5,0.1.

From now on, let us find the g-sine Bernoulli polynomials.
Example 6. The g-sine Bernoulli polynomials are the following:

sBog(x,y) =0

y
Bi,(x,y) = —/—
S 1,q(x Y) 1+g
_ (A+q+g>+x+q0)y
sBog(x,y) = T
By (x,y) = y@2+x+22+9@+2x +2%) + (5 + 20 +2%) — 4% — 7y +°(1 - 2%

(1+49)(1+4%)
F*B+x—y)+9 (@ +2x—y?)

+
(1+q)(1+4%)
! 4 X 1+q+qz+x+qx)
B , :717
sBag(xy) = 3 q)y<l+q+1+q+q2+qa+q4 e
_ L aog <q3(1+v]2)xy2 2+x+x2+q(3+2x+x2)>
1—q 1+4q+4¢? A+ +a)
1 4 < q2(5+2x+x2)>
-——(1 - R S L B 4
T T

The following Figure 8 shows the build-up of the roots of g-sine Bernoulli polynomials. Similar
forms to the structures of g-cosine Bernoulli polynomials, which were obtained earlier, can be found,
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and the structure in Figure 8 shows the stacked form of approximation roots. When fixed at y = 5, the
left figure in Figure 8 is the structure that can be seen when g = 0.9, the middle figure is the structure
that can be found when g = 0.5, and the right is when g = 0.1. In Figure 8, blue means the value of 7 is
small, and red appears when the value of # is 30. As a result, we can see that the stacking structure is
changing as the g-number changes. From Figure 8, we can make the following assumption.

Conjecture 7. B, 4(x,5) obtains a value for approximation roots with a diameter of four as n increases and q
approaches zero.

Figure 8. Stacking structure of sB, 4(x,5) for2 < n < 30,9 = 0.9,0.5,0.1.
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